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ABSTRACT 1. INTRODUCTION

In wireless multihop networks each node acts as a relay for the The forwarding of data packets in wireless multihop networks
other nodes. Consequently, the distribution of the traffic load has relies on the nodes (i.e., the client devices) taking an active part
a strong spatial dependence. We consider a dense multihop netin the traffic forwarding process. Examples of these include sen-
work where the routes are approximately straight line segments. sor networks with typically stationary nodes and MANETs with
To this end we introduce the so-called line segment traversing pro- mobile nodes. This means that any given node, in addition to gen-
cess which defines the movement of points in a given region. In erating its own new traffic, acts as a relay (router) for the traffic
particular, the points move along the line segments with a spatial originating from other nodes in the network. In practise, most of
velocity which depends on the current location of the point. We the traffic going through a node in a multihop network may be re-
use this process to model the movement of packets and utilise itslayed traffic. To relay the traffic the nodes need information about
properties to study the relayed traffic load which corresponds to the their respective neighbours to decide where to relay the traffic for
traffic load experienced by a node in a given location, and to study a given destination. Determining the appropriate neighbours is the
the queueing delays as a function of the location using the spatialtask of the routing protocol, of which AODV is one practical ex-
velocity of the line segment process. The efficiency of a wireless ample. A fundamental notion related to the traffic performance of
multihop network depends significantly on the used MAC protocol, such a network is the distribution of the traffic load in the network.
which then has an impact on queueing delays in a congested net-The traffic load distribution depends heavily on the routing proto-
work. Our model can be adapted to any given MAC protocol by a col (i.e., how the routes are chosen), the possible mobility pattern
proper choice of the spatial velocity. Additionally, from the model Of the users, as well as, the traffic pattern.

we also obtain an expression for the mean one-way delay in the In this paper, we derive a model for the traffic load distribution
network, which is itself an important performance measure of the in a dense wireless multihop network. We concentrate on the case
network. Finally, we use ns2-simulations to validate some of the Where the routing protocol performs shortest path routing. This,
key ideas, along with several numerical examples illustrating the combined with the assumption of a dense network, implies that
effects of MAC protocols on the mean end-to-end delay and power the routes which the packets traverse are essentially straight line

(ratio of throughtput to mean delay). segments. Then the transmission of packets constitutes a line pro-
cess on a plane, where the end points of the lines correspond to the
; ; ; sources and the destinations of packet transmissions. The distribu-
Categories and SUbJeCt Descriptors tion of the end points in the mo%el can be arbitrary. We refer to
C.2.1 [Computer-Communication Networks]: Network Archi- this process as thiine segment traversing processurthermore,
tecture and Design-Wireless communicatiorC.4 [Performance a point (packet) in the line segment traversing process may have
System$: Modeling techniques; G.Frobability and Statistics]: a spatial velocity that depends on the location of the point. Un-
Stochastic processes der these assumptions the distribution for the location of a single
packet can be computed by evaluating a certain integral expression.
General Terms Moreover, we are able to determine a mean arrival rate of packets

across an arbitrary curve, which we will utilise to model the arrival
of packets into the proximity of a node.

We use the line segment traversing process to study several phe-
Keywords nomena related to traffic load in ad hoc networks. One deals with
Wireless Multihop Network, Traffic Load, Adhoc Network the relayed traffic load (spatial frequency of successful transmis-
” sions), which corresponds to the pdf of the packet location. For ex-
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ber of transmissions per unit time within the node’s proximity. The In other words, a line segment from a differential area elenient
analysis utilises the results on the line segment traversing processaboutr; € A to a differential area elementA aboutr, € A is
presented in this paper. Treating a single node as a queue with agenerated during a short time intenvat with a probability equal
given arrival rate, the stability of the queue can be analyzed. By to A(ri,rs) - dA® - At. Note that, the line segment process is, in
employing certain approximations, the famili@(1//n) scaling fact, a special case of a Poisson point procesR*inA realisation
law for the capacity of ad hoc networks can be derived. of this line process is defined by an infinite sequence of triples
Finally, our model can take into account queueing delays along (5) d) (5) d)
a multihop path. This is done by approximating the time it takes (P, B to), (P17, Py t), .oy
for a packet to travel to the destination as resulting from traversing
a path on which the velocity changes continuously in proportion
to the load along the path. To this end, we apply the spatial node
velocity component in the line segment traversing process, which
allows us to model any given MAC protocol. We give an explicit Remark 2 In the line segment process new line segments are gen-
formula for average end-to-end delay in the network and study also erated according to a Poisson process with a rate given by
the tradeoff between the delay and throughput.
The rest of the paper is organised as follows. Section 2 intro- A= //)\(rl,rg) d*ro d°r1. (8]
duces the line segment traversing process. In Section 3 we state A
our assumptions. Section 4 analyses the relayed traffic load, and
Section 5 queueing delays. In Section 6 we present some numeri-
cal examples, and finally, Section 7 concludes the paper.

11 Related Work { = %//h‘g — I‘1| . )\(I‘l,rg) d2r2 d2r1. (2)
Our work is related to the work by Pham et al. in [7] and [8], A A

The main idea in these is to analyze the benefits of using multi- ; D ;

path routing instead of just single shortest path routing. To this end 2.1 POInt transitions along th_e line segments )

a model for the packet transmissions is presented assuming that Consider next a process where each line segment creates a point

the routes that the packets take are essentially straight lines (sim-Which moves from the source to the destination at a certain speed.

ilarly as we do) and that the senders and receivers are uniformly

distributed. Additionally, in [8], the model is extended to include a Definition 4 (line segment traversing process)A process where each

delay analysis of the network under shortest path routing and multi- line segment; = (r1,r2) generated by a time homogeneous line

path routing. In [7] and [8] the mean number of packets the node segment process triggers a point to move from the satirte the

itself has to transmit is studied, i.e., the quantity defining the traffic destinationr, is said to be a line segment traversing process if the

load is slightly different than in this paper. However, our objective velocity of the point at € ¢; is given by

is to study the traffic seen by a node at a given location, which is

important, e.g., when one wants to determine the maximum sustain- vi(r) = v; - v(r),

able load a given network can handle. Additionally, the assumption

in the delay analysis of [8] is that a node at a given location can be

modelled as a finite M/M/1 queue with an arrival rate depending on

the location, which may be a valid model for some particular MAC

protocol. However, our approach allows modeling of various types B ) )

of MAC protocols through the notion of the spatial velocity. Also, Corollary 5 The mean transition time along a random line, de-

our analysis is not restricted by the assumption of uniformly dis- noted byE [T, is given by

_tributed sende_r_s and receivers (which allows us tq, e.g., study the E[T] = E[E[T|v]] = E[1/v] - E[T7],

impact of mobility), and we present an exact analysis of the process

describing the packet movement, whereas the results in [7] and [8] whereE [T™] denotes the mean transition time conditioned on that

are approximate in nature. In [2] the model from [7] is extended to the nominal velocity is a constanty = 1,

more accurately characterize the impact of multi-path routing.

where thePfS) and Pi(d) correspond to the source and destination
points of the line segments, and theo the time instants.

Corollary 3 The mean length of a line segment is

where thev; ~ v are i.i.d. nominal velocities (random variables)
andv(r) : A — R corresponds to the local spatial velocity (func-
tion of location).

* 1 —
E [T ] = K//|I‘2 — I‘1| A(I‘l,rg) . I/(I‘l,rg) d21‘2 d21‘1, (3)
2. PRELIMINARIES A A
Here we give a formal definition for a process, which generates and 7(r1, r2) is the mean velocity on transitiofr:,r2) condi-

line segments into a plane at random time instants. Using this pro- tioned on that = 1,

cess we define a point movement process, where each line segment L

creates a point which moves from one end of a line segment to the _ .
other end at a certain speed and then disappears. These points are v(ry,r2) = / [v(hra + (1 = h)r1)] " dh.
used to model the movement of a packet through the network. 0

Definition 1 (line segment process)A process is said to be atime ~ Remark 6 For v(r) = 1 we haveE [T*] = ¢.

homogeneous line segment procesd ix R? with intensity\(r1, rz) :

(A, A) — R if the number of line segments generated from a Remark 7 The mean number of moving points in a system, de-
differential area element at; € .4 to a differential area ele- noted byE [n], is given by (Little’s result)

ment atr, € A constitutes a Poisson process with intensity of
A(r1,rs) - dA®. Eln] = A-E[T]. )



2.2 Distribution of moving points

One important property of a point movement process is the den-
sity of points at a given location. For the line segment traversing
process we have the following result.

Proposition 8 Pdf of the location of a point at an arbitrary time
instant is given by

2m a(p+m) a(ep)

1
(r1 4+ r2)-

IO = g A om

®)

0
)\(I‘1,I‘2) dTQ drl d¢,

wherer; =r + 71 - (cos(¢ + ), sin(¢p + 7)), andrz = r +rs -
(cos(¢), sin(¢)).
PROOF The probability of finding a point inside a small area

elementd A aboutr € A at a random time instant is proportional
to E [¢ N dA] wherel denotes an arbitrary line segment. Thus,

fr) = BN A/ ()
E[T]- dA
_E[(¢NdA)]-E[1/v] - 1/v(x) _ _E[(£NdA)]
E[l/v] - E[T*] - dA E[T*] - dA-v(r)’

Let g, (r1) denote the probability that a line segment starts fremn

)\S(I‘l)
A )

1
gs(r1) = X//\(I'LI'Q) d’ry =
A

where\;(r1) denotes the generation rate of lines starting fiam
per unit time and unit area. Thus, the pdf of an arbitrary point is

L /gs(rl) E[fﬁdA|I‘1] d21‘1

IO = g aa v m
A

1
T E[T*]-dA-A-u(r)
2w a(p+m)
r1 - )\S(I‘1) . E[Zﬁ dA|I‘1] dr1 d¢,

0 0

wherer; = r + r1 - (cos(¢+n), sin(¢p+7)), anda(¢) is the
distance from point to the boundary in directiop. LetdA =
A - r1 do¢. For the conditional expectation we have (see Figure 1),

a(¢)
E[ﬁﬂdAh‘ﬂ =A / (r1 +7r2) - M d¢ dra
As(r1)
0
a(¢)
dA

_ea Y d
RS WE / (r1+r2) - A(r1,r2) dra,

wherer; = r + 72 - (cos(¢), sin(¢)). Hence,

) 27 a(¢+m)
fe) = E[T*]-dA-A-y(r)/ / i As(rn)
0 0
a(¢)
dA

m / (7”1 + 7’2) . )\(I‘l,rg) d’f’Q d?"l d¢,
0

and cancelling the common terms completes the proai.

do (r1+r2)

Figure 1: Notation for the line segment traversing process pdf.

Corollary 9 Multiplying (5) by E [n], given by(4), yields the den-
sity of points atr,

B
n(r) = —V(r) 0/

Remark 10 Generally, for an arbitrary line segment process it
holds that

(¢+m)a

/

0

@)
(ri4+r2)A(r1,r2) dre dry do. (6)

o

_ L folr)
IO =5
where f(r) is the stationary distribution of the complete line seg-

ment traversing process with an arbitrapy(r), and fo(r) is the
stationary distribution of the respective process wifle) = 1.

@)

Example 11 Random waypoint (RWP) process is a commonly used
mobility model (see [1, 6, 3, 4]), where each user moves along
a zigzag line from one waypoint to the next. The waypoints are
distributed according to some pdfr) (typically uniform). Let
A(ri,r2) = A-g(r1) - g(r2), i.e., the source and the destination
points are i.i.d. random variables. It turns out that the stationary
distribution of the line segment traversing process is identical to
that of the corresponding RWP process with a waypoint distribu-
tion g(r). Substituting that int@5) gives

2n a(p+m) a(o)

/ (7”1 + 7’2)~
0 0 0
g(r1) ~g(r2) - drg dri do.

Withv(r) = 1 we haveE [T*] = ¢ and (8) can be written as

1
10 = 82w @©

27 a(p+m) a(ep)

/(r1+1"2) +g(r1) - g(r2) drz dri dg, (9)
0

Jo(r)

1
I
0o 0

which is in agreement with the expression for the pdf of the non-
uniform RWP process from [3]. Moreover, according to Little’s
resultE [n] = A - ¢, and

no(r) =A-1- fo(r).
Withg(r) = 1/A, whereA is the area of the domain, we obtain

27

/ a(9) - a(é + ) [a() + aé + )] do,

0

v(r)

i.e., the pdf of the point in the traditional RWP process with a uni-
form waypoint distribution [3].



do

ds

Figure 2: Angular flux.

2.3 Mean flow of points

destination

Figure 3: Shortest path and its approximation by line segment.

is the angular flux at pointin directione, i.e., the expected rate of

Another important property resulting from the movement is the Crossings across a differential line segment perpendicular to direc-
rate at which points cross a given boundary. This property is later tion ¢ per unit length and per unit angle. Hence, the quantity,

used to model the arrival rate of packets into the transmission range
of a network node. To this end we first define the so-called scalar

flux which represents the flow of points at a given location:

Definition 12 (angular flux) Angular flux at pointr in direction
¢, denoted byy(r, ¢), is the rate at which points moving in the
direction (¢, ¢ + d¢) cross a differential line segment at point
perpendicular top per unit time per unit length (see Figure 2).

Definition 13 (scalar flux) Scalar flux at point is given by
2m
(r)= [ o(r,¢) do.

0

(10

Corollary 14 From (10)one obtains an identity for the scalar flux,

e q(r,d)
®(r) = lim =57
wheregq(r, d) denotes the arrival rate of points (or packets) into a

disk atr with radiusd.

(€]

Proposition 15 For the scalar flux®(r) at r with a constant nom-
inal velocityv = 1 it holds that

®(r) = n(r) - v(r). (12)

Proposition 16 The rate of points crossing a given curgen the
direction of normaln(s) is given by

/2
4(C) = / / cos - $(x(s), 0n(s) + ) db ds,  (13)
C —n/2

wheref,, (s) denotes the direction of the normal atidr, ¢) is the
angular flux at point in direction ¢, for which it holds that

a(p+m) a(p)
o(r,d) = / (1 +72) - Mra,ra) dro dri,  (14)
0 0

wherer; =r + r1 - (cos(¢ + 7), sin(¢ + 7)) andra =r +rz -

(cos(¢), sin(¢)).

PROOF The choice of velocity clearly has no effect on the ar-

/2
/ cos - p(r, 0 + ¢) do,
—m/2

is the flux per unit length across a differential line segment at
having a normal pointing to the directiéh and the flux crossing a
curveC in the direction defined by the normal(s) equals

/2
a€) = [ [ cosowle(s).6.(5) + ) do s,
C —m/2
whered,, (s) is the direction of the normal at poigin the curve. [

Remark 17 For a closed curve the total flux from outside to in-
side is given by the contour integral

/2
4(C) = 74 / P((s).0n(s) + 6) dp ds,  (15)
C —m/2

where6,,(s) is the direction of the normah(s) which points to
inside direction of the curve.

Remark 18 Using the angular flux defined ifi4) the point den-
sity, given by(6), can be written as

Example 19 For a uniform line segment generation rabdyr,r2) =
A, the angular flux reduces into

1/1(1‘7 d)) = 5

which is in agreement with [4] (with = 1/7).

~a(@) - a(¢+7) - [a(¢) +a(o +m)],

3. MODELFORTHE PACKET MOVEMENT

As already mentioned, we assume a dense network with a large
number of nodes. Fig. 3 represents a typical example of a multihop
transmission. Nodél sends a packet to nod® and three interme-

rival rate across a given boundary as long as the mean transitiondiate nodes}, 2 and3, along the shortest route act as relays. The
time is finite. Hence, without loss of generality we can assume a jdea is to consider the straight line segment frdnto B instead

unit nominal velocityp = 1, so that the velocity of a point atis
v(r). Combining (6) and (12) one can identify that the quantity

a(p+m) a(9)

/ (1"1 -+ 7“2) . )\(I‘l,l‘g) dra dri,
0 0

P(r,¢) =

of the actual zigzag line via the nodés2 and3. These line seg-
ments can be modelled by the line segment process introduced in
Section 2. In summary, we assume (similarly as in [7]):

1. A dense multihop network with a large number of nodes, de-
noted byN, in a convex domai.



2. Location of node, denoted byP;, is randomly distributed
according tgy(r). With mobile nodes, from the point of view
of the packet transmission, the nodes are (quasi) stationary.

3. Nodes have a fixed transmission radgee., they can trans-
mit directly to the nodes within a distande

N A O 0 B N b

e o o9

4. Afully connected network and high node density so that the
shortest paths are approximately straight line segments. 2o,

5. Uniform traffic, nodes send packets to all other nodes at rate

A, and total rate is\ = N(N — 1) - A. Figure 4: Normalised traffic load distribution in an wireless
6. Mean packet transmission timeligu and the mean packet ~ multihop network according to theory (solid curve) and numer-

length (in bits) isB, i.e., the nominal capacity of the channel ical results with ns2 (dots).

isCo =B - pu=[bit/s].

Consider first a typical case where a packet travels through the Iatlen do;dsci;:]c:jgcr)gfér(r)gt&e ﬁ:gg?;ﬂtj\:\lﬁﬁf lémgrt;ct)ir:]s V;'f?::}'\%i'mg;je
neighbourhood of a given node and the node, or one of its neigh- : P 9

bours, acts as arelay. As a result the node will hear the same packefJSIng the ns2 ”e‘WOf" simulator. _In th_e simulation we have u_sed
several times corresponding to a certain number of transmission”’ — 40 nodes, Wh'Ch move slowly in acwcylar area ha}vmg ar'adlus
channel reservations. The first time corresponds to the arrival of " — 125m a_ccprdl_ng {0 e random waypoint ol withhaunionm
the packet into the transmission range of the node in question. Thewaypm_nt ("letl’IbutIOﬂ ar_ld a constant velocn_yqof: 0.1m/s. The .
next time corresponds to the retransmission of the packet further, transm|55|on_and receive powers were adjusted so that the maxi-
performed by the node itself or by one of its neighbours. Further- mum t_ransmlssmn range was abolit= 50m. Furthermore, the
more, e.g., when the node itself acts as a relay, it will hear also aproactlve_DS_DV_routlng protocol was used._ .

third transmission when the next node along the route transmits the Ou_r ob_jectlve is to study the relayed traffl_c Ioa_d asa func_tlc_Jn of
packet further. These events can be approximated by consideringlocat'on’ i.e., how many packets are transmitted in the proximity of

the events when the line process cuts through the respective disk2 9Iven nod_e per time unit on average. Note _thgt relative rc_elay_ed
which corresponds to two to three transmissions. traffic load, i.e., the ratio of the rate of transmissions occurring in

Note that the destination nodB only hears the packet once the proximity of n_odea and ”Ode.b’ remains the same regardless
when the packet “arrives” into the transmission raige of node of the actual traffic load (assuming the same routes are used). To

B. Also the source nodel and the first relaying node hear two this end a low traffic load scenario was created by appropriately

transmissions even though the packet never “arrives” into theirtrans_chosen constant bit rate (CBR) sources. In our model this scenario

mission ranges. Moreover, part of the transmissions are single- corresponds t_o a_situation whe_re the end_ points Qf the Ii'ne segme_nt
hop constituting a single transmission where the corresponding line process are distributed according to stationary distribution of basic
segment may not cross the boundary of the transmission range disIBWP process (from [3]),

of the given node. However, with the assumption of large number 6(1 —r2)(27 — 8r7)

of nodes most routes consist of several hops and the inconsistencies g(r) ~ 73

mentioned above can be neglected. At this point it is quite clear o )

that the packet movement can be modelled using the line segmentn @ low load situation we can neglect the queueing delays and the
traversing process according to Def. 4. In particular, the indepen- Pdf of the packet locationf(r), is easy to evaluate by numerical
dent line segment traversing process corresponding to the move-integration of (9). With the assumption of multihop paths, this pdf

ment of an arbitrary packet can be characterised as follows: can be related to the frequency of transmissions occuring within a
given location using (12) and (16), i.e., we habgr) o< f(r).
1. New line segments are generated at the total ratk ef With this in mind, we recorded from the simulations the loca-
N - (N —1) - Aperunittime. tions of successful packet transmissions over a long time interval.

From the statistics we computed the frequency of transmissions
occuring within the rangér — Ar,r + Ar) and divided that by
) L ) 27r. In other words, we obtained an estimate for the frequency of
3. Each line segment corresponds to the transmission of a singleyansmissions occuring at a given distance from the origin, which
packet along a multihop path. according to our assumptions should be proportional to the scalar
flux at a given distance. The normalised results can be seen in Fig-
ure 4 from which it is obvious that the model and numerical results
re in agreement.

2. End points of line segments are independently and randomly
distributed according to some pdir).

Hence, we define theelayed traffic loadas the arrival rate of
packets into the transmission range of a node locatad &tith
the above assumptions it can be approximated in a dense multihopa
network by (15). With a small transmission rangeompared to ;
the whole aread the relayed traffic load can be estimated by the 4.2 CapaCIty of the network

scalar flux according to (11), Note that in order to determine the capacity of the network we

need to identify the location having the highest arrival rate, i.e., the
q(r,d) =~ 2d - @(r). (16) bottleneck area. More specifically, we use the following definition

Note that this quantity neglects the fact that each arriving packet for the capacity the multihop network:

that is relayed further requires one or more transmissions before it
departs the transmission range of a given node. Furthermore, thisDefinition 20 (network capacity) Capacity of the network is the
quantity also excludes possible collisions. maximum (uniform) packet arrival rat®.,.x times the mean size
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Figure 5: The maximum sustainable loadp\5

a function of the transmission ranged.

in unit disk as

of a packetB (in bits) the network can handle,
C= >\max -B = Pmax * CO~

Remark 21 (capacity per node)A related performance quantity
is the capacity allocated per node,
w_C
C N

Example 22 (capacity in unit disk) Let us assume that the nodes

of a wireless multihop network are placed uniformly into a unit

Example 23 (scaling law) One way to deal with the connectivity
requirement is to ensure that the mean number of neighbours a typ-
ical node has, denoted 8, is high enough. Clearly,

E [neighbour$ = S ~ d” - N.
Combining the above gives us the well-known scaling law for the
capacity of the single node in a wireless multihop network,
C _Copw!  wC _m-Co 1
N~ N

o —

T8N T 8/5 VN’
i.e., the capacity of a node is proportional 1g+/N.

5. QUEUEING DELAYS

In a wireless multihop network with low congestion, packets
travel with an average speed ofr) = d/u~' = d - u, where
d is the (mean) transmission range gnd' the mean transmis-
sion time of a packet. When congestion occurs the relaying nodes
have to wait a certain time before transmitting a packet further. Let
W (r) denote the mean waiting time before a transmissian at

The line segment traversing process with spatial velocity dis-
tribution (see Section 2) can be applied to take into account the
gueueing delays. To this end, we need to find an expression for
the mean waiting timé&V (r) atr before a succesful transmission,

disk and that we want to determine the traffic load experienced by which takes into account the local congestion and the used MAC

a node residing in the center of the disk as the traffic load will be
clearly highest at that point. The sum of arrival and departure rates
inside a concentric disk with radiusis given by (see [4])

A(d) =2-4(0,d)

/sind)s/l — d? cos? ¢ do.

0

N TRy
= A d(1-d)

which includes the packet flows in both directions. As explained

earlier we use this as an estimate to the mean rate of transmissions
occuring inside the transmission range, i.e., we assume that trans-

mission ranged is so small that the proportion of traffic having

the source and destination within the transmission range of a node
in the center of area is negligible. Assuming the packet lengths

are i.i.d. with meanl/p and defining the total network load as
p*°® = A /1 we can determine the maximum sustainable network
load as a function o, i.e., at the point whera(d) /u = 1 we have

(tot) __ é _ U

= _ .
4d(17d2)/sin¢\/1fd2 cos? ¢ do

max
0

For small values of] the maximum traffic load is approximately

(tot) _ ™
max 8d7
or alternatively, the capacity of the network is
C==Cp

8d
ot)

In Fig. 5 the maximum sustainable Ioazéiﬁax is depicted as a
function of the transmission rangé Note that in practice the
transmission rangel cannot be arbitrarily small, but instead we

must ensure that the network remains fully connected most of the

time. Furthermore, a small transmitting range also means that the

mean number of hops each packet experiences increases consider
ably resulting in long end-to-end delays. Hence, the smallest prac-

tical value ford depends on the design criteria and especially on
the number of nodes and their distribution in a given area.

protocol. In particular, in our model we set the nominal velocity
constantp = 1, and propose using

)=t =
W r1p T Wopt

as the spatial velocity of a packetmatThus, we can computg(r)
andn(r) using (8) and (6), respectively. Quantiy{7] = E [T*],
corresponds to the mean one-way delay (the line specific velocity
is assumed to be constant= 1). At this point the missing part is
the actual expression for the waiting tirffié(r), which depends on
the used MAC protocol and the traffic pattern among other things.

Denote byfo(r) the pdf of node location in a system with unit
nominal velocityp = 1, and a constant spatial velocity component,
v(r) = 1, corresponding to a system with no queueing delays. The
mean end-to-end delay of this system is simplfZy] = ¢ and the
node density is given by

no(r) = En] - fo(r) = &(r).
Thus, according to (12), the packet density for a givén) is
n(r) = &(r)/v(r).
5.1 Mean one-way delay

One important performance measure of any network is the av-
erage end-to-end delay, i.e., the mean one-way delay, which we
denote byE [T]. For a dense wireless multihop network we can
immediately write down some “asymptotic” results. More specifi-
cally, it holds that

lim B(T) =7/(d- ),

7

lim E [T] = occ.

d—0

Furthermore, for large enougtthe system reduces into a big server

which can be approximated, e.g., by an M/M/1-queue which yields
1

—A

herediam A denotes the largest diameter of domain Gener-
ally, applying Little’s result fom(r) gives the mean one-way delay,

Eln] _ %/An(r) d’r.

E[T] = whend > diam A

E[T] = =]

(18)



5.2 Delay-throughput tradeoff Furthermore, assume that the maximum load a particular MAC pro-

Generally, when the traffic load increases also the mean delaystocol can handle is less than
increase in a network, i.e., there is a tradeoff between end-to-end
delay and obtained throughput. Let us next consider a performance
measure called power introduced by Kleinrock [5], which is defined Then a similar analysis as above yields
to be the ratio between the throughput and the mean delay, o(r)

n(r) =

. A-B (A)? (1= ®(r)/Pmax) - d-p’
= —_— = -B 1
B BV 7 9
whereB is the mean size of packet (in bits). For simplicity, instead
of considering (19) we use a slightly modified version given by

. 1 p(tot) 1 (p(tot))2

A 1y R 17y R

Pmax = 2d - (I)max//lu

(22)

6.1.2 M/D/1-server approximation

Assuming fixed size packets, i.e., fixed time transmission pe-
riods, we can approximate the queueing time by an appropriate
M/D/1-queue. Similarly as above, one obtains

() = — =2 gy (23)

i.e., the ratio between the total offered loadf°*, times the mean S dep (p—2d- ®(r))

transmission timel /u (constant), to the mean end-to-end delay, . - . .

E [T, or alternatively, the ratio between square of the offered load 6.1.3 Simplified Aloha approximation

p*% and the mean number of packets in the system. Note that For simplicity let us next assume a basic Aloha MAC with fixed
(19) and (20) differ On|y by a constant factor@?B_ The benefit size packets and without any collision avoidance mechanisms. In
from using (20) is the fact that it gives us the same value irrespec- Other words, each station tries to send a packet after an exponen-
tive of the chosen time units/scale. Generally, one is interested in tially distributed interval and a packet is succesfully transmitted if
finding the optimal traffic loagh°"® which maximises the power ~ NO other transmission overlaps with the given transmission within
according to (20). In a wireless multihop network the mean delay the corresponding proximity. For this we have,

depends heavily on both congestion (i.e., queueing delays) and the p = P {succesful transmissign oAU _ =2
transmission range (i.e., the mean number of hops). ’

wherel/u is the transmission time of a packet. Hence, the mean

6. EXAMPLES OF DELAY MODELLING time before a succesful transmission is simply
To complete the model one needs to find an explicit expression 1—p 25/
for the spatial velocity (r) reflecting the delays due to packet con- E[W] = p A= (e - 1) A,

tention on MAC layer. To this end one option is to assume that . ) )
each node and it's neighbourhood behave approximately as a sin-\WhereA denotes the mean of the backoff time which we for sim-
gle server queue for which results are readily available. In the fol- Plicity assume to be i.i.d. random variable. According to (11), for

lowing, we present several idealised models for spatial velocity and & Small transmission rangewe have

illustrate the concept by numerical examples. A =q(r,d) = 2d - ®(r).
6.1 Elementary models for spatial velocity Combining the above yields
6.1.1 M/M/1-server approximation W(r) ~ (e“d‘l’(”/“ — 1) A,

For now, without presenting any arguments, let us assume that

the queueing delays in a dense multihop wireless network can beWhich corresponds to mean spatial velocity of

approximated by an M/M/1-queue. In particular, let us assume that d d-p

. . - . B Z/(I‘) = = .
atransmission range ofa nod_e acts Il_ke an M/M/l-queue with Pois- W+1/p  (e*®®/n —1)-A+1
sonian arrivals and exponential service times. Using (13) we can o
compute the mean arrival rate into a disk having a centeraatd Consequently, the packet densityras given by

radiusd denoted byy(r, d). The mean service time in our case is

4d®(r) /i _ 1) .
the mean transmission time of a packet, which we have denoted by D(r) (e 1) A+l

1/p. In an M/M/1-queue the mean waiting time is given by n(r) = v(r) - d-p ~&(r). (24)
E [Wann] = p_ 1 Note that we deliberately neglect the retransmissions of other pack-
1—p ets here and assume that the “background” traffic is still Poissonian.

and hence we can assume that the average velocity of a packet at

pointr could be estimated by 6.1.4 Aloha with perfect transmission probability

In slotted Aloha withn nodes sharing a same channel the optimal

v(r) = d-p = (u—q(r,d)) - d, transmission probability ig/n. With this a given node makes a
p/(1—p)+1 succesful transmission in one time slot with probability of
whereq(r, d) is the arrival rate of packets into a disk atwith 1 1\ ! (n—1)"1
radiusd. For small values ofl we haveg(r) ~ 2d - (r) and p=_ (1 — ﬁ) = s

v(r) = (p—2d- (r)) - d. Consequently, the mean number of slots needed for a succesful
In particular, the packet density mts given by transmission by a given node is
n(r) = D(r) 1 n

(i —2d- o) 4 &) BN = =T



which, assuming each network node has at most one packet, corre- , -
sponds to average packet velocity of 18 Al oha/4,” ’
(nil)nfldu ///
v(r) = a0 Al oha/2”

. T Wohal
wheren ~ wd? - n(r) + 1, d the transmission range angy the Oa

time duration of the slot. Substituting the above into (12) gives,

@(r):n(r)-y(r):("*l)n.ﬁ. (25)

n

_ M1 | mp

.5 2 2.5 3

Note that for largen we have(1 — 1/n)" — 1/e, which, when

substituted into (25), gives us the saturated flux Figure 6: Mean end-to-end delay as a function of traffic load

A in unit disk with transmission range d = 0.2 and uniformly

o(r) = L . distributed network nodes.
€T
Hence, in this case the flulk(r) must be in rang€), u/(e - 7 - d)] |
and the node density(r) is given by 0.04 nszi/l
= medfp) — 0.03
()= 9 (P(r) -7 -d/p) 17 26) v ns2/2
m d? 0. 02 2| A oha
PR - : _ (n-1y\n : =
whereg ™' (x) is the inverse function of(n) = (%==)". /j/
6.1.5 Approximation by Poisson arrivals and FIFO 0.01 —— MM L
Our last approximation for estimating the traffic load and mean

end-to-end delay takes a slightly different approach than the previ- 0.05 0.1 0.15 0.2 0.25

ous approximations. LéV denote the mean number of customers
in the server. According to the PASTA property of Poisson arrivals
the mean waiting time in a FIFO-quétis given by

EW]=1/u-N.

With these in mind we suggest estimating the mean waiting time in 6.3 Queueing delays in 802.11 network

a dense wireless multihop network by Our next numerical validation concerns the queueing delays. We
N 2 have used a similar scenario as in Section 4.1 and have measured
Wi(r) =1/u-n(r) - md". the mean end-to-end delay in the network with different levels of
The total time until the end of (succesful) transmissioWis(r) + offered load. The simulated results (ns2/1 and ns2/2) as well the
1/, which yields average velocity of analytical estimates are illustrated in Figure 7. Case ns2/1 corre-
sponds to pure CBR sources while ns2/2 corresponds to the expo-

' Figure 7: End-to-end delays in an wireless multihop network
according to the analytical estimates and ns2-simulatations.

v(r) = distance_ d-p nential on/off sources which generates traffic with a constant bit
time  7d?-n(r)+1 rate while in on state. The analytical estimates are as follows.
Substituting that into (12) yields M/M/1 model is _according to (21)_, M/M/x is according to (22) with
pmax = 0.145 (fitted to an experimental curve), and Aloha model
®(r) = n(r)  — d-p , corresponds to (26).
md? - n(r) +1 From Figure 7 it can be seen that pure M/M/1 model is highly

optimistic in this situation as expected. With a proper choice of
pmax (OF Pmax) the model can be adjusted to fit the actual situa-
n(r) = o(r) . @7) tion reasonably well. Aloha model is somewhere inbetween these
(b—md-®(r))-d two. Note that the error at very small traffic load is due to the fact
. that the mean number of hops is rather small (at®b} in this
6.2 Comparison of end-to-end delays case. This means that the truncation error we make at estimating
Consider a unit disk with transmission rangedf= 0.2 and the number of hops is considerably large (e.g., if the route length is
uniformly distributed network nodes. The resulting scalar packet 2.5, it requires 3 transmissions, not 2.5).
flux can be easily determined and we can calculate the resulting .
packet density:(r) assuming M/M/1-, M/D/1- or simplified Aloha 6.4 Delay_thrOUthUt analySlS
approximation. Hence, using (18) we also obtain the resulting ~ Our next objective is to study the relationship between the trans-
mean end-to-end delay which is illustrated in Figure 6. The rapidly Mission rangel and the optimal traffic load°**) using elementary
increasing dashed curves correspond to simplified Aloha model models for the queueing delays introduced in Section 6.1. Consider
where as the higher solid line correspond to M/M/1-approximation the following6 scenarios for a dense multihop network in unit disk:

from what we obtain an expression for packet density (cf. (21)),

and the lower solid line to M/D/1-approximation. With very little model Todes model Todes
traffic the mean end-to-end delay is approximate27 according 1) M/DIL_ uniform 2y MIM/IL _RWP
to all the approximations, which corresponds to the mean distance 2) M/D/I1 RWP 5) Aloha uniform
between two node pairs divided by2. 3) M/M/1  uniform 6) Aloha RWP

holds also for, e.g., random service order. RWP means that the nodes are assumed to be distributed accord-



0.3

5)
6)
0.5

1 1.5 2 2.5 3 3.5

scenario max. power;y
1) M/D/1 + uniform nodes 0.408
2) M/D/1+ RWP nodes 0.398
3) M/M/1 + uniform nodes 0.306
4)  M/M/1 + RWP nodes 0.302
5) Aloha + uniform nodes 0.059
6) Aloha + RWP nodes 0.059

Figure 8: Graph illustrates the power as a function of offered loadp*°*) for transmission range ofd = 0.2. The maximum achievable

power, which is independent ofd, is shown in the table.

0.5 I
— M/D/1, uniform
— MM 1, uniform
0.4 M/D/1, RWP nodg |
\\ M/MW1, RWP nodq
o\ Al oha, uniform
0.3 LD — Al oha, RWP nodg |
0.2
0.1
0

Figure 9: Optimal transmission ranged as a function of traffic
load p*°® for different models.

ing to basic RWP, while uniform corresponds to uniform node dis-
tribution. In Figure 8 the resulting poweris depicted ford = 0.2

as a function of traffic loagh. From the figure it can be seen that
there is clearly an explicit maximum for each case. Moreover, the

7. CONCLUSIONS

In this paper we have considered a dense multihop network with
an assumption that the routes can be modelled as straight line seg-
ments. The movement of a packet is modelled by the so-called line
segment traversing process. Using the model we have first anal-
ysed the relayed traffic load in different parts of the network, which
has been validated through ns2 simulations. One special property
of our model is the spatial velocity component, which is used to
capture the queueing delays due to congestion in the network. By
a proper choice of spatial velocity, the model can be adapted to any
given MAC protocol. Additionally, we have given expressions for
the mean one-way delay in the network, which is itself an impor-
tant performance measure of the network, and for the ratio between
throughput and the mean end-to-end delay (power). The results
have been illustrated and validated by numerical examples and ns2-
simulations.
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