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Abstract

We consider the dispatching problem in a size- and state-aware multi-queue system with Poisson arrivals
and queue-specific job sizes. By size- and state-awareness, we mean that the dispatcher knows the size of an
arriving job and the remaining service times of the jobs in each queue. By queue-specific job sizes, we mean
that the time to process a job may depend on the chosen server. We focus on minimizing the mean sojourn
time (i.e., response time) by an MDP approach. First we derive the so-called size-aware relative values of
states with respect to the sojourn time in an M/G/1 queue operating under FIFO, LIFO, SPT or SRPT
disciplines. For FIFO and LIFO, the size-aware relative values turn out to be insensitive to the form of the
job size distribution. The relative values are then exploited in developing efficient dispatching rules in the
spirit of the first policy iteration.
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1. Introduction

A dispatching system consists of a dispatcher and a set of servers. The task of the dispatcher is to route
the arriving jobs to one of the available servers. The dispatching problem has been studied extensively since
the early work by Winston (1977). Applications arise in many contexts such as manufacturing units, toll
booths in motorways (Conolly (1984)), web server farms (Gupta et al. (2007)), supercomputing (Schroeder
and Harchol-Balter (2004)) and other distributed server systems (Crovella et al. (1998); Harchol-Balter et al.
(1999)), and CPU scheduling. The key objective is to minimize the mean sojourn time which is sometimes
also referred to as the average response time reflecting, e.g., the CPU scheduling application. Also other
performance metrics such as queue length, throughput and fairness have been considered (Wierman (2011)).

The dispatching problem is a joint-optimization problem of two interacting policies: (i) a dispatching
policy assigning a queue for each job immediately upon arrival, and (ii) an internal scheduling policy of
the queues, i.e., queueing discipline or service order. If the dispatching policy is fixed and the job sizes
are known, then the optimal scheduling discipline is the (preemptive) Shortest Remaining Processing Time
(SRPT), proposed by Schrage and Miller (1966) (see also Schrage (1968)). Among non-preemptive policies,
the Shortest Processing Time (SPT) optimizes the mean response time. However, if the job sizes are not
available, one may still be aware of the job size distribution. For example, with the exponentially distributed
but unknown job sizes, the service order is irrelevant, and with constant job sizes First In First Out (FIFO)
is clearly the optimal discipline. In contrast, Righter et al. (1990) show that FIFO is the worst possible
when the job sizes have a non-increasing hazard function. In that case, e.g., a preemptive Last In First Out
(LIFO) improves the situation.

In this paper, we assume that job sizes (service requirements) and the internal queueing discipline are
known, and the task is to find the optimal dynamic dispatching strategy. We now discuss some results
on dispatching policies that have been presented in the literature. Assuming exponentially distributed
interarrival times and job sizes, Winston (1977) shows that the join the shortest queue (JSQ) with FIFO
minimizes the mean waiting time when the number of jobs in each queue is known. Also Ephremides et al.
(1980) argue for the optimality of JSQ/FIFO when the number of jobs in each queue is available, while the
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round robin (RR), followed by FIFO, is shown to be the optimal policy when one only knows that initially
the queues were in the same state. Liu and Towsley (1994) proved that RR/FIFO is optimal with the
absence of queue length information if the job sizes have a non-decreasing hazard function. The RR results
were later generalized by Liu and Righter (1998). Recently, Down and Wu (2006) also analyze JSQ and RR
under different job size distributions (see also Wu and Down (2009)). Whitt (1986) provides several counter
examples, where JSQ/FIFO policy fails to minimize the mean waiting time. Closely related, Hajek (1984)
considers a two server system, a special case of which is a dispatching problem with exponentially distributed
job sizes. In the context of the processor sharing (PS), Bonomi (1990) compares FIFO and PS disciplines
and proposes dispatching policies that outperform JSQ. Analysis of JSQ/PS is difficult, and, e.g., Gupta
et al. (2007) resort to an approximative approach to study the system with a general job size distribution.

Dispatching problem has also been tackled within the Markov decision process (MDP) framework by
means of the policy iteration, for which the so-called relative values of state are a prerequisite (as explained
in more detail in Section 2.2). In particular, Krishnan (1987) gives the relative values for an M/M/m
queue, Sassen et al. (1997) provides an approximation for an age based M/G/1-FIFO queue, Bhulai (2006)
for an M/Cox(r)/1-FIFO queue, while Hyytiä et al. (2011a) and Hyytiä et al. (2011b) consider size-aware
M/D/1-PS and M/M/1-PS queues, respectively. Additionally, Krishnan (1990) applies the same approach
to a routing problem so as to minimize the blocking probability.

Most of the work above assumes that the job sizes are not available, e.g., JSQ requires the knowledge
about the number of jobs, and RR simply needs to know which queue the previous job was assigned to.
In contrast, Crovella et al. (1998); Harchol-Balter et al. (1999) assume the FIFO discipline and that the
dispatching policy is aware of the size of a given job, but not of the state of the queues, and propose policies
based on job size intervals (e.g., short jobs to one queue, and the rest to another). Feng et al. (2005) showed
that such a policy is the optimal size-aware state-independent policy for homogenenous servers.

We consider the state-dependent dispatching problem where the router is aware of the job sizes and also
of the queue states. Moreover, the size of each job may be different for each queue, e.g., in a deterministic
fashion similarly as in Sharifnia (1997). Consequently, the first objective is to ensure the stability of the
system under given dispatching policy, and only then focus on minimizing the mean sojourn time.

The rest of the paper is organized as follows. First, in Section 2, we describe the model and notation,
review several heuristic dispatching policies, and introduce a general Markov decision process (MDP) based
approach to derive efficient state-dependent policies by means of the first policy iteration (FPI). To this end,
we need the relative values of states, which characterize the value of a given state in terms of expected future
costs or profits with respect to the given objective. The key observation we exploit is that if the basic policy
preserves the Poisson nature of the arrival process to each queue, then the decomposition of the dispatching
system to independent queueing systems means that it is sufficient to consider individual queues, find their
relative values, and the relative value of the whole system is the sum of the queue specific relative values.
Consequently, in Section 3, we derive the exact formulæ for the size-aware relative values with regard to
the mean sojourn time (i.e., the average response time) for an M/G/1 queue with FIFO, LIFO, SPT and
SRPT queueing disciplines. For FIFO and LIFO, the results are closed form expressions depending only on
the current state, arrival rate and the mean job size, i.e., the size-aware relative values are insensitive to
the form of the job size distribution (cf., Erlang’s blocking formula). For SPT and SRPT, the results are
integral expressions. These results are general and directly applicable in many other contexts such as fair
pricing, admission control, in addition to the dispatching problems with or without queue-specific job sizes.
In Section 4, we utilize the previous results and give FPI based dispatching policies for different scenarios.
By means of numerical examples, we show how the FPI policies consistently manage to decrease the mean
sojourn time with different types of job size distributions. Section 5 concludes the paper.

2. Model and Methodology

We assume that jobs arrive according to a Poisson process with rate λ to a dispatcher/router, which
assigns each job to one of the m queues immediately upon arrival, as depicted in Fig. 1. We study a size
and state aware system, where the dispatcher is aware of (i) the size of arriving new task (for each queue),
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Figure 1: Dispatching problem in a multi-queue system.

(ii) the state of each queue (job sizes and their service order), and (iii) the queueing discipline (scheduling
rule) that is applied within each queue. Each job is characterized by an m-tuple, X = (X1; ..; Xm), where
Xi denotes the amount of work (measured in time) if the given job is assigned to queue i. That is, the
dispatcher chooses one of the conditional job sizes Xi, which is then routed to the corresponding queue. We
assume that the jobs X(j) are i.i.d. random vectors, X(j) ∼ X, while the internal structure of X(j) has no

restrictions, i.e., the components X
(j)
i can be independent, directly related, or anything in between within

the same job j.

For example, in the ordinary case of identical servers, the X
(j)
i are equal, X

(j)
i = X(j), ∀ i; in an i.i.d.

case X
(j)
i ∼ X and independent for all i, j; and with heterogeneous servers X

(j)
i = X(j)/ci, where ci denotes

the service rate of queue i. One can also envision situations where some servers have special traits (skills),
by which we mean that some servers can process more efficiently certain job types than others. All these
problem types fit in our problem definition, and can be tackled with the FPI approach as described in
Section 2.2. Thus, without lack of generality, we can assume a constant unit service rate for each queue i

and include the possible heterogeneous service rates (and special traits) in the queue-specific job sizes X
(j)
i .

Essentially, the random variables X
(j)
i describe how well a job j suits to each server i.

The formulation above is rather generic. In contrast, Sharifnia (1997) considers a deterministic case
where for each job class i, πij defines a processing time on server j, and shows how JSQ/FIFO and a plain
multi-server FIFO with a common queue may have stability issues, which an appropriate dispatching and
scheduling resolves. The same stability issues are naturally present also here.

2.1. Basic Dispatching Policies

Classic dispatching policies from the literature serve as a reference and as a starting point for this work:

1. Random queue (RND), i.e., Bernoulli splitting, chooses a queue in random (Ephremides et al. (1980);
Becker et al. (2000)). In our numerical examples, uniform splitting probabilities are used so that all
queues have the same arrival rate. However, non-uniform splitting probabilities are a viable option,
e.g., when servers are not identical.

2. Join the Shortest Queue (JSQ) chooses the queue with the fewest number of jobs. Ties are broken by
flipping a fair coin.

3. Round-Robin (RR) rotates between the queues in some predefined order.

4. Least Work Left (LWL) policy chooses the queue with the smallest backlog. If a job requires different
effort from each server, we consider the a posteriori backlogs (Sharifnia (1997)).

5. Myopic policy chooses the queue which minimizes the total sojourn time of the known jobs in all queues
together on condition that no further jobs arrive (Bonomi (1990); Gupta et al. (2007)).

6. Size Interval Task Assignment (SITA) policy assigns the jobs to queues based on non-overlapping job
size intervals (Crovella et al. (1998); Harchol-Balter et al. (1999)).

7. Minimum Effort (ME) policy chooses the queue for which the conditional job size is the smallest.
Thus, ME is only applicable when the effort to serve a job varies between the servers.

We say that a dispatching policy is state-independent when the decision does not depend on the states
of the queues or past decisions. Thus, RND, ME and SITA are state-independent. With such policies, the
arrival process to each queue remains Poissonian as illustrated in Fig. 2.
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Figure 2: State-independent policies such as RND preserve the Poissonian arrival property and the server queues can be analyzed
in isolation as standard M/G/1 queues.

With i.i.d. queue-specific job sizes, Xi ∼ X , the ME policy can support the highest load, making it
both a robust and rational choice. With homogeneous servers the (random) service requirement is the
same for each queue i, Xi = X , and the SITA policy is the prime candidate. SITA-V (with variable load)
policy was proposed by Crovella et al. (1998), who argued that defining size intervals yielding unequal
server loads can be advantageous with heavy-tailed job sizes. In this paper, we use such size intervals
{(γ0, γ1), (γ1, γ2), . . . , (γm−1, γm)}, γ0 < γ1 < . . . < γm, that split the load evenly between the m queues,
thus sustaining the highest possible load. Harchol-Balter et al. (1999) refer to this policy as the SITA with
Equal Load (SITA-E).

2.2. Markov Decision Process Approach to Dispatching

Let us next describe the general policy iteration approach. The key idea in the policy iteration is to
improve a given policy by deviating “once” from the standard action when the expected costs decrease and
assume that the consecutive actions are according to the basic policy. To this end, one needs to know the
relative values of states according to the basic policy. Formally, these are defined as the expected difference
in the infinite time horizon cumulative costs when a system starts from state i instead of equilibrium,

vi , lim
t→∞

E[Vi(t) − r · t], (1)

where Vi(t) denotes the costs accrued in time (0, t), and r the mean cost rate. For example, given a choice
to start either from state i or j, one should choose state i if vi < vj , and vice versa. For more details, we
refer to standard text books such as Bellman (1957); Howard (1971); Ross (1970).

In the context of the dispatching problem, our approach is as follows. As a starting point, we consider
size-aware but state-independent policies, where the dispatching decision is based on the information of the
new job, not on the state of the queues or previous decisions. Consequently, the resulting arrival process
to each queue remains Poissonian, and the decomposition allows one to study the queues in isolation. In
particular, the size-aware relative value of the whole system is obtained as a sum of the queue specific relative
values, thereby allowing the FPI on the dispatching decisions giving an improved state-dependent policy.

Single queue in isolation. As mentioned, the state-independent dispatching policies have a very convenient
property of preserving the Poisson arrival process. For example, assuming i.i.d. queue-specific job sizes,
Xi ∼ Exp(µ) for queue i, and the ME policy, jobs arriving to each queue are i.i.d., Y ∼ min{X1, .. , Xm},
i.e., Y ∼ Exp(mµ), and each queue behaves according to an M/M/1 queue.

Minimizing the average response time means that the costs are accrued by the jobs currently in the
system. More concretely, focusing on a single queue, let z = (∆1; ..; ∆n) denote the job sizes present in the
given queue. The cost rate is simply the number of jobs in the system, rz = n, so that the mean cost rate is

r =

∫

z

rz P{Z ∈ dz} = E[N ],

where E[N ] denotes the mean number of jobs in the system (single queue). However, the costs can be
associated in different yet equivalent ways. For example, we can define that costs are accrued in state z at
rate,

rz = λ · E[T |z],
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where E[T |z] denotes the mean sojourn time of a job arriving at state z (the state prior the arrival). Then,

r = λ

∫

z

E[T |z] P{Z ∈ dz} = λ · E[T ] = E[N ],

which is thus equivalent with the previous definition. One can also equivalently define “lump-sum” costs
upon arrival that are based on the expected sojourn times of the arriving job at the given state.

We define cumulative costs as a sum of sojourn times during (0, t) when the system is initially at state z,

Vz(t) , “accrued sojourn time during (0, t) starting from state z”.

We note that the cumulative cost is closely related to the total completion time C(t) (Ephremides et al.
(1980); Bonomi (1990)), which is defined as the sum of the sojourn times of the jobs arriving during (0, t) in
infinite time horizon. From (1), with the mean cost rate of r = E[N ], we obtain the relative value of state z,

vz = lim
t→∞

E[Vz(t) − E[N ] · t].

An arriving job x triggering a state change z → z′ means that the sojourn times accrued in the future
increase on average by vz

′ − vz, which is thus the cost associated with accepting the new job. Our first task
is to find the relative values for an M/G/1 queue under different disciplines.

Policy Iteration Step. Next we assume that jobs in each queue are served according to some queueing
discipline, and that a state-independent basic policy would assign a given job to some queue. As we know
the relative values, and in particular, the cost associated with accepting the cost to each queue, we can carry
out the first policy iteration step (FPI). That is, we deviate from the default action if the expected cost is
smaller with some other action, thereby decreasing the expected cumulative sojourn time globally in infinite
time horizon. In practice, the policy iteration is known to converge quickly to the optimal policy, and the
FPI step typically yields the highest improvement. Therefore, our assumption is that as long as one starts
from a rational basic dispatching policy, the resulting state-dependent FPI policy is often close to optimal.

To summarize, the steps taken are as follows:

1. Basic policy: Start with a state-independent dispatching policy with a robust and predictable be-
haviour. The state-independence allows one to consider the queues in isolation.

2. Relative values : Derive an exact expression for the difference in the relative values between two states
for a single M/G/1 queue with known job sizes and a given queueing discipline.

3. FPI step: Carry out the FPI step, i.e., improve the basic policy by choosing a different queue when
an alternative action yields a lower expected increase in the cumulative sojourn time. Note that the
resulting FPI based policy is no longer state-independent, making further policy iteration difficult.

3. Analysis of a Single M/G/1 Queue

In this section, we analyze M/G/1 queues and derive the size-aware relative values with respect to sojourn
times for FIFO, LIFO, SPT and SRPT disciplines. For SPT and SRPT disciplines, we first give expressions
for the mean remaining sojourn time of present customers in a given state, and then utilize it in the derivation
of the relative values. Note that these results are generic, i.e., not restricted to the dispatching problem itself.

3.1. First In First Out (FIFO)

Let z = (∆1; ..; ∆n) denote the amount of unfinished work in n tasks that receive service according to
the FIFO discipline (i.e., FCFS) starting from ∆n. The backlog, i.e., the amount of unfinished work, is

uz =

n
∑

i=1

∆i.

The complete understanding of the future costs is summarized in the relative values vz. For comparing
states, it is sufficient to know the difference between, e.g., an arbitrary state z and a state 0 having no jobs:
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Figure 3: Difference in the cumulative sojourn times in M/G/1-FIFO between a system in state z and an empty system.

Proposition 3.1 (M/G/1-FIFO). The size-aware relative value of state z = (∆1; ..; ∆n) with respect to
sojourn time in an M/G/1-FIFO queue is given by

v(∆1;..;∆n) − v0 =
λu2

z

2(1 − ρ)
+

n
∑

i=1

i ∆i, (2)

where ∆i denotes the known (remaining) service time (amount of work) of job i, i = 1, .., n, the nth job is
served first, λ is the Poisson arrival rate, and ρ = λE[X ] with E[X ] denoting the mean job size.

Proof Let us consider two systems under the same arrival realisations: System 1 initially in state z =
(∆1; ..; ∆n) and System 2 initially empty. Both systems behave identically once System 1 becomes empty.
The total sojourn time of the n jobs in System 1 is already fixed in FIFO, and equals

∑n

i=1 i ∆i.
An arriving task starts a busy period in System 2, which corresponds to a virtual busy period in System

1, as illustrated in Fig. 3. During each (virtual) busy period, arriving jobs increase the cumulative sojourn
time by an amount equal to the post arrival backlog. The key observation is that these jobs experience
an additional delay of Y in System 1 when compared to System 2. Otherwise the contributions to the
cumulative sojourn times are equal. The mean number of (virtual) busy periods before System 1 becomes
idle is λuz. The mean number of jobs served during a busy period of M/G/1 queue is 1/(1 − ρ) (Kleinrock
(1975); Ross (2000)). Moreover, the mean E[Y ] is uz/2, which completes the proof. �

Corollary 3.2 (Insensitivity). The size-aware relative values of an M/G/1-FIFO queue are insensitive to
the form of the job size distribution.

Interestingly, the first policy iteration on the service order already yields the shortest remaining processing
time (SRPT) discipline that is optimal in minimizing the mean sojourn time (Schrage (1968)).

Dispatching problem. The cost in terms of cumulative sojourn time due to a new task with size x is

cz(x) = v(x;∆1;..;∆n) − v(∆1;..;∆n) =
λ

2(1 − ρ)
(2 uz x + x2) + uz + x,

where uz is the pre-arrival backlog, uz =
∑n

i=1 ∆i. According to FPI, in a multi-queue dispatching system
one chooses the queue for which the cz(x) is the smallest.

Corollary 3.3 (Ordinary dispatching system). In a homogeneous dispatching system, without queue-
specific job sizes, applying the FPI step to the RND basic policy with FIFO queues yields the LWL policy,
FPI-RND/FIFO = LWL/FIFO, where the queue with the smallest amount of work is chosen.

Note that with RND λ/(1− ρ) is a common constant for all queues. Moreover, it is easy to see that with the
FIFO queueing discipline, the Myopic policy reduces to LWL (with and without the queue-specific job sizes).
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3.2. Last In First Out (LIFO)

Let us next consider the LIFO discipline (i.e., LCFS). The following result holds for the preemptive LIFO:

Proposition 3.4 (Preemptive M/G/1-LIFO). The size-aware relative value of state (∆1; ..; ∆n) with
respect to sojourn time in an M/G/1 queue with a preemptive LIFO discipline is given by

v(∆1;..;∆n) − v0 =
1

1 − ρ

n
∑

i=1

i · ∆i, (3)

where task ∆n is served first and task ∆1 last, and ρ = λE[X ] where λ is the Poissonian arrival rate and
E[X ] the mean job size.

Proof Let Di denote the (remaining) sojourn time of job i, = 1, .., n. With the preemptive LIFO the current
state has no effect on the future arrivals’ sojourn times and the difference between the relative value of state
(∆1; ..; ∆n) and an empty state is given by the mean total sojourn time of the n present jobs,

v(∆1;..;∆n) − v0 =

n
∑

i=1

E[Di].

The sojourn time of the latest customer n currently receiving service is given by a random sum,

Dn = ∆n +
(

B1 + . . . + BA(∆n)

)

(4)

where A(∆n) denotes the number of arrivals during time ∆n, and Bi is the duration of the ith busy period in
an M/G/1 queue, for which E[Bi] = E[X ]/(1−ρ) (see Kleinrock (1975); Ross (2000)). Taking the expectation
on both sides of (4) gives (cf. Wald’s equation, A(∆n) and the Bi are independent)

E[Dn] = ∆n + E[A(∆n)] · E[B] =
∆n

1 − ρ
.

Similarly, the mean sojourn time of the ith customer, i = 1, .., n, is E[Di] = (1−ρ)−1
∑n

j=i ∆j , and therefore

n
∑

i=1

E[Di] =
1

1 − ρ

n
∑

i=1

i · ∆i.

�

Proposition 3.5 (Non-preemptive M/G/1-LIFO). The size-aware relative value of state (∆1; ..; ∆n)
with respect to sojourn time in an M/G/1 queue with a non-preemptive LIFO discipline is given by

v(∆1;..;∆n) − v0 =
1

1 − ρ

n
∑

i=1

(i − ρ)∆i +
λ

2(1 − ρ)

n
∑

i=1

∆2
i , (5)

where task ∆n is served first and task ∆1 last, and ρ = λE[X ] with λ denoting the Poisson arrival rate and
E[X ] the mean job size.

Proof For the existing jobs i = 1, ..., n, the mean waiting time is E[Wi] = (1 − ρ)−1
∑n

j=i+1 ∆j . Therefore,
the cumulative sojourn time of the n known jobs is

V1 =

n
∑

i=1

(E[Wi] + ∆i) =
1

1 − ρ

n
∑

i=1

(i − ρ)∆i.

Consider next the difference in future arrivals’ sojourn times between System 1 initially at state (∆1; ..; ∆n)
and System 2 initially empty. For each arrival realization, both systems behave identically after time t∗
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when System 1 becomes empty for the first time. Also the service times of the new arrivals are equal in both
systems and thus can be neglected. This leaves us to consider the waiting times of the jobs arriving during
(0, t∗). Instead of considering their actual waiting times, one can assume that waiting costs are accrued at
the expected rate the cumulative waiting time increases, rz = λ · ∆/(1 − ρ) where ∆ denotes the remaining
service time of a job currently receiving service. The mini busy periods due to new arrivals in both systems,
albeit not necessarily concurrent, cancel each other. Thus, the cost difference is accrued while the n original
jobs receive service, which reduces to an integral over n triangles with heights ∆i,

V2 =

n
∑

i=1

λ

1 − ρ

∫ ∆i

0

xdx =
λ

2(1 − ρ)

n
∑

i=1

∆2
i .

Consequently, the difference in the expected cumulative sojourn times, vz − v0 = V1 + V2, yielding (5). �

We note that (5) can also be written as

vz − v0 =

n
∑

i=1

∆i +
1

1 − ρ

n
∑

i=1

(i − 1)∆i +
λ

2(1 − ρ)

n
∑

i=1

∆2
i ,

where the first sum corresponds to the service times of the known jobs, the second sum to the expected
waiting times of the known jobs, and the third sum to the expected difference in the waiting times the future
arrivals experience between state (∆1; ..; ∆n) and an empty state.

Corollary 3.6 (Insensitivity). The relative values of size-aware preemptive and non-preemptive M/G/1-
LIFO queues are also insensitive to the form of the job size distribution.

Similarly as with the FIFO, also with the LIFO queues, applying the first policy iteration on the service
order yields the optimal SRPT policy (Schrage (1968)).

Dispatching problem. The cost of accepting a job with size x to a queue is equal to the difference in the
relative values. In the case of preemptive LIFO, this gives,

cz(x) = v(∆1;..;∆n;x) − v(∆1;..;∆n) =
1

1 − ρ
(n + 1)x.

In the case of non-preemptive discipline the interesting quantity is

cz(x) = v(∆1;..;x;∆n) − v(∆1;..;∆n) =











λ

2(1 − ρ)
x2 +

n − ρ

1 − ρ
x +

∆n

1 − ρ
, when n > 0,

λ

2(1 − ρ)
x2 + x, when n = 0.

Therefore, with the preemptive LIFO, the cost cz(x) depends only on the job size x, the number of tasks in
queue n, and the offered load ρ. In particular, for a homogeneous state-independent basic policy, for which
the ρ(i) are equal for all queues i, ρ(i) = ρ(j) ∀ i, j, the FPI criteria yields a policy that chooses queue i iff

x(i)

x(j)
≤

n(j) + 1

n(i) + 1
, ∀ j,

where x(i) denotes the conditional job size for queue i, and n(i) denotes the number of jobs in queue i.

Corollary 3.7. With preemptive LIFO queues, the FPI-α policy reduces to the Myopic policy for all state-
independent basic policies α that balance the load, ρ(i) = ρ(j), ∀ i, j.

Corollary 3.8 (Ordinary dispatching system). In a homogeneous dispatching system with preemptive
LIFO queues, and without queue-specific job sizes, applying the FPI step to the RND policy yields JSQ policy,
FPI-RND/LIFO = JSQ/LIFO, where the queue with the smallest number of jobs is chosen.
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3.3. Shortest Processing Time (SPT)

Next we focus on the shortest processing time (SPT) discipline where each job gets a fixed priority that is
defined by the initial job size. We consider an M/G/1 queue with arbitrary i.i.d. job sizes. For simplicity of
notation, we assume a continuous job size distribution and let p(x) denote the probability density function of
the job size X . Consequently, Xi 6= Xj almost surely for i 6= j and there is no need to define a service order for
jobs with equal sizes. Furthermore, λ(x) denotes the arrival rate of tasks smaller than x, λ(x) = λP{X < x},
S(x) the mean job size of jobs smaller than x, S(x) = E[X |X < x], and ρ(x) the offered load consisting of
jobs smaller than x, ρ(x) = λ(x) · S(x) = λ

∫ x

0
t p(t) dt. Thus, limx→∞ S(x) = E[X ] and limx→∞ ρ(x) = ρ.

3.3.1. Preemptive M/G/1-SPT

The classical mean delay formula in a preemptive M/G/1 queue with k priority classes for class j,
j = 1, .., k, gives (see, e.g., Gross and Harris (1998))

E[Tj] =
E[Xj ] (1 −

∑j
i=1 ρi) + Rj

(1 −
∑j−1

i=1 ρi)(1 −
∑j

i=1 ρi)
,

where E[Xj ] and ρj = λj E[Xj] are the class specific mean job size and offered load, and Rj = 1
2

∑j

i=1 λi E[X2
i ]

is the mean residual service time a class j job observes upon arrival. With SPT, each job size ∆ constitutes
its own class, and, at the continuum limit when k → ∞, the above becomes

E[T (∆)] =
∆

1 − ρ(∆)
+

R(∆)

(1 − ρ(∆))2
, where R(∆) =

λ

2

∫ ∆

0

x2 p(x) dx. (6)

The mean sojourn time is obtained by taking an integral over the job sizes ∆,

E[T ] =

∫

∞

0

p(x) · E[T (x)] dx.

Let z = ((∆1, ∆
∗

1); ..; (∆n, ∆∗

n)) denote the state of a queue where the ∆i are the remaining service times
and the ∆∗

i the initial job sizes. The amount of work having a higher priority than x in state z is,

uz(x) =
∑

i : ∆∗

i
<x

∆i.

We are interested in knowing the expected sojourn time of a job. Due to the preemptive service discipline,
it is irrelevant if a job arrives immediately or if it has already arrived. For example, a (∆, ∆∗)-job sees a
virtual state corresponding to the amount of higher priority work uz(∆

∗).

Lemma 3.9. The mean remaining sojourn time of a (∆, ∆∗)-job in a preemptive M/G/1-SPT queue in
state z = ((∆1, ∆

∗

1); ..; (∆n, ∆∗

n)), where the (∆i, ∆
∗

i ) denote the remaining and initial job sizes, is given by

E[Tz(∆, ∆∗)] =
∆ + uz(∆

∗)

1 − ρ(∆∗)
. (7)

Proof The sojourn time is initially ∆ + uz(∆
∗) as illustrated in Fig. 4. From (∆, ∆∗)-job point of view, we

can focus on jobs smaller than ∆∗, which arrive according to a Poisson process with rate λ(∆∗). Moreover,
the service order of higher priority jobs is irrelevant for the (∆, ∆∗)-job. Thus, we can assume that each new
job smaller than ∆∗ starts a mini busy period in an M/G/1-queue with a mean duration of S(∆∗)/(1−ρ(∆∗)).
The mean prolongation is λ(∆∗) (∆+uz(∆

∗))S(∆∗)/(1− ρ(∆∗)) = (∆+uz(∆
∗)) ρ(∆∗)/(1− ρ(∆∗)), giving

E[Tz(∆, ∆∗)] = ∆ + uz(∆
∗) + (∆ + uz(∆

∗))
ρ(∆∗)

1 − ρ(∆∗)
=

∆ + uz(∆
∗)

1 − ρ(∆∗)
.

�
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Figure 4: Derivation of the state dependent mean sojourn times for preemptive SPT and SRPT.

Thus, (6) allows us to compute the mean delay for an arriving (∆, ∆)-job, while (7) gives the state
dependent mean delay time for an arbitrary (∆, ∆∗)-job. In the MDP framework, the costs can be associated
as lump sums of the expected arrivals. To this end, let us define the cost (accumulating) rate at state z as

rz = λ

∫

∞

0

p(x) E[Tz(x)] dx,

where Tz(x) = Tz(x, x). Next we will utilize this definition to derive the relative value of a state:

Proposition 3.10 (preemptive M/G/1-SPT). For the size-aware relative value of state z = ((∆1, ∆
∗

1); ...
; (∆n, ∆∗

n)) with respect to sojourn time in a preemptive M/G/1-SPT queue it holds that

vz − v0 =

n
∑

i=1

∆i + uz(∆
∗

i )

1 − ρ(∆∗

i )
+

∫

∞

0

λ p(x) · uz(x)2

2(1 − ρ(x))2
dx. (8)

where λ is the Poissonian arrival rate, p(x) the pdf of job size distribution, uz(x) the amount of unfinished
work due to jobs initially shorter than x, and ρ(x) = λ

∫ x

0 t p(t) dt.

Proof The expected sojourn times of the present n jobs are given by (7),

V1 =

n
∑

i=1

∆i + uz(∆
∗

i )

1 − ρ(∆∗

i )
.

What is left is to evaluate the difference in the sojourn times that later arriving jobs experience between
System 1 initially at state z, and System 2 initially empty. Let V2 denote this quantity, so that

vz − v0 = V1 + V2.

Next consider job sizes (x, x + dx) and let s(x) dx denote their contribution to V2. These jobs observe only
the shorter jobs having a higher preemptive priority. Such jobs arrive at rate λ(x). Due to the PASTA
property, we can as well consider the backlog that an arriving x-job would observe and utilize (7). That is,

s(x) = E

[∫

∞

0

λ p(x)

[

x+Uz(x, t)

1 − ρ(x)
−

x+U0(x, t)

1 − ρ(x)

]

dt

]

, (9)

where the expectation is over all arrival realizations, and Uz(x, t) denotes the higher priority backlog at time
t with initial state z, i.e., Uz(x, 0) = uz(x). For each arrival realization, both systems behave identically after
System 1 becomes empty. Let T denote this time, T = uz(x) + T1 + . . . + TN , where the Tj are durations
of the N mini busy periods due to jobs shorter than x, and N ∼ Poisson(λ(x)uz(x)). Thus, s(x) can be
expressed as

s(x) =
λ p(x)

1 − ρ(x)
E

[∫ T

0

Uz(x, t) − U0(x, t) dt

]

. (10)
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Figure 5: Difference in the cumulative sojourn times in an M/G/1-SPT queue between state z and an empty system for
(x, x + dx)-jobs with aid of PASTA property.

Next we refer to Fig. 5 and observe that the integral inside the expectation corresponds to the white area
in the upmost graphs. This area consists of one triangle and N Tj × Yj rectangles. As the arrival process
is Poisson, the heights Yj are i.i.d., Yj ∼ U(0, uz(x)). Similarly, the durations of the busy periods are i.i.d.
with mean S(x)/(1 − ρ(x)). Therefore, the expected area, i.e., the expectation in (10), is

uz(x)2

2
+ λ(x)uz(x) ·

uz(x)

2
·

S(x)

1 − ρ(x)
=

uz(x)2

2(1 − ρ(x))
.

Substituting this to (10) then gives

s(x) =
λ p(x) · uz(x)2

2(1 − ρ(x))2
, (11)

and finally,

V2 =

∫

∞

0

s(x) dx =

∫

∞

0

λ p(x) · uz(x)2

2(1 − ρ(x))2
dx.

Combining V1 and V2 yields (8). �

Note that the approximation of the relative value based on the expected sojourn time of the present
customers corresponds to the first summation term. The latter integral term corresponds to the relative
sojourn time of the later arriving jobs. Expanding the uz(x) in (8) gives a more explicit form:

vz − v0 =
n
∑

i=1

∆i +
∑n

j=i+1 ∆j

1 − ρ(∆∗

i )
+

λ

2

n
∑

i=1

( n
∑

j=i

∆j

)2 ∫ ∆∗

i−1

∆∗

i

p(x)

(1 − ρ(x))2
dx, (12)

where ∆∗

1 > ∆∗

2 > . . . > ∆∗

n and ∆∗

0 = ∞. We note that it is also straightforward to write a similar expression
for the case of a discrete job size distribution. Finally, we have the following corollary which generalizes the
result on SPT to an arbitrary fixed priority scheme (e.g., the longest processing time (LPT) discipline):

Corollary 3.11 (Fixed priorities). The same approach holds also for an arbitrary fixed priority system,
where each job is assigned a unique priority number xi upon arrival. A job i is characterized by a (∆i, xi)
pair, where ∆i is the (remaining) job size. In this case, ρ(x) denotes the offered load due to jobs with a
higher priority than x, uz(x) the amount of work with a higher priority than x in state z, and p(x) is the
pdf of the job priority distribution. With this notation, (8) becomes

vz − v0 =

n
∑

i=1

∆i + uz(xi)

1 − ρ(xi)
+

∫

∞

0

λ p(x) · uz(x)2

2(1 − ρ(x))2
dx. (13)

The proof is essentially the same as with the SPT. Also (6) and (7) are straightforward to express in a more
general context if necessary. Similar expressions can be written also for the classical priority queues with a
finite set of priorities assuming the FIFO or LIFO discipline within each priority class. As an example, one
can introduce random priorities by assigning each job an i.i.d. random priority number Pi upon arrival.
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3.3.2. Non-preemptive M/G/1-SPT

The classical mean delay formula for class j, j = 1, . . . , k, in a non-preemptive M/G/1-SPT queue reads

E[Tj] =
R

(1 −
∑j−1

i=1 ρi)(1 −
∑j

i=1 ρi)
+ E[Xj],

where R = 1
2

∑k

i=1 λiE[X2
i ] is the mean residual service time upon arrival. The first term corresponds to the

mean waiting time and the second term to the mean service time. At continuum limit one again obtains the
conditional mean delay formula for the non-preemptive SPT discipline (see Phipps (1956)),

E[T (∆)] =
(λ/2)E[X2]

(1 − ρ(∆))2
+ ∆, and E[T ] = (λ/2)E[X2]

∫

∞

0

p(x)

(1 − ρ(x))2
dx + E[X ].

Proposition 3.12 (Non-preemptive M/G/1-SPT). Let z = (∆1; ..; ∆n) denote an arbitrary state in a
non-preemptive M/G/1-SPT queue with job n receiving service and jobs 1, . . . , (n− 1) waiting in the queue,
∆1 > ∆2 > . . . > ∆n−1. For the size-aware relative value with respect to sojourn time it holds that,

v(∆1;..;∆n) − v0 =

n
∑

i=1

(

∆i +

∑n

j=i+1 ∆j

1 − ρ(∆i)

)

+
λ

2

n
∑

i=1











i−1
∑

j=1

∆2
j +

(

n
∑

j=i

∆j

)2





∆̃i−1
∫

∆̃i

p(x)

(1 − ρ(x))2
dx






, (14)

where p(x) denotes the pdf of the job size distribution, ρ(x) is the offered load due to jobs shorter than x,
ρ(x) = λ

∫ x

0
t p(t) dt, ∆̃0 = ∞, ∆̃n = 0 and for i = 1, . . . , (n − 1), ∆̃i = ∆i.

Proof is similar to the proof given for the preemptive M/G/1-SPT and thus we only sketch it here. First,

the mean remaining sojourn time of a job i is ∆i +
(

∑n

j=i+1 ∆j

)

/(1 − ρ(∆i)), which gives the first sum.

The latter part corresponds to the mean difference in total sojourn time of the future arrivals between a
system initially in state (∆1; ..; ∆n) and a system initially empty. Due to the non-preemptive discipline, it is
sufficient to consider the waiting times, which, through a very similar reasoning as in the case of preemptive
SPT, then finally yields (14), which is similar to (12). Moreover, an equivalent expression as in Corollary 3.11
can also be written in the non-preemptive case.

3.4. Shortest Remaining Processing Time (SRPT)

The shortest remaining processing time is the optimal queueing discipline for a single-server queue
(Schrage and Miller (1966); Schrage (1968)), and thus has great importance both in theory and in prac-
tice. Also for the SRPT discipline with Poisson arrivals, an integral expression for the size specific mean
sojourn time is known, which then gives the mean cost rate per job size similarly as (6) for the SPT. For
more general arrival processes, we refer to Down et al. (2009). Again we assume i.i.d. job sizes Xi with a
continuous job size distribution so that Xi 6= Xj for i 6= j almost surely, and let z = (∆1; ..; ∆n) denote the
state of the queue where ∆i is the remaining amount of work in job i. With these we have:

Lemma 3.13. In a preemptive M/G/1-SRPT queue at state z = (∆1; ..; ∆n), the mean remaining sojourn
time of a job with a (remaining) size ∆ and an unfinished work uz(∆) ahead in the queue is given by

E[Tz(∆)] = ∆ +
uz(∆)

1 − ρ(∆)
+

∫ ∆

0

ρ(t)

1 − ρ(t)
dt. (15)

Proof Similarly as with the SPT, excluding new arrivals and the corresponding virtual busy periods for a
moment, during time uz(∆) the jobs shorter than ∆ have a higher priority. After that the threshold decreases
linearly to zero, as illustrated in Fig. 4 (right). Therefore, the mean prolongation due to new arrivals is

λ(∆)uz(∆) ·
S(∆)

1 − ρ(∆)
+

∫ ∆

0

λ(t)
S(t)

1 − ρ(t)
dt.

Then adding the initial sojourn time, ∆ + uz(∆), to the above yields (15). �
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Figure 6: Difference in the cumulative sojourn times in an M/G/1-SRPT queue between state z and an empty system for
(x, x + dx)-jobs corresponds to the white area.

The integral at the right-hand side complicates applying this equation directly. For example, X ∼ Exp(µ)
yields no closed form expression and one has to resort to numerical integration. However, a closed form
expression exists, e.g., for uniformly distributed job sizes. Moreover, the integral can be combined with the

∆ term, yielding a more compact expression E[Tz(∆)] = uz(∆)/(1 − ρ(∆)) +
∫∆

0 (1 − ρ(t))−1 dt. Below we
use (15) as it is an explicit decomposition to the own service time and to the delay caused by the other jobs.

Proposition 3.14 (M/G/1-SRPT). The size-aware relative value of state z = (∆1; ..; ∆n) with respect
to sojourn time in an M/G/1 queue with the SRPT discipline is given by

vz − v0 =

n
∑

i=1

(

∆i +
uz(∆i)

1−ρ(∆i)
+

∫ ∆i

0

ρ(t)

1−ρ(t)
dt

)

+

∫

∞

0

λ p(x)
(

uz(x)2 + nz(x)x2
)

2(1 − ρ(x))2
dx, (16)

where λ is the arrival rate, p(x) the pdf of job size distribution, uz(x) the amount of unfinished work due to
jobs shorter than x in state z, nz(x) the number of jobs longer than x in state z, and ρ(x) = λ(x)S(x) with
λ(x) denoting the arrival rate and S(x) the mean size of jobs shorter than x.

Proof Similarly as in Proposition 3.10, (15) gives the expected sojourn time of the n current jobs,

V1 =
n
∑

i=1

(

∆i +
uz(∆i)

1 − ρ(∆i)
+

∫ ∆i

0

ρ(t)

1 − ρ(t)
dt

)

.

For the later arriving jobs, similarly as in (9), we can write

s(x) = E

[∫

∞

0

λ p(x)

((

x +
Uz(x, t)

1 − ρ(x)
+

∫ x

0

ρ(h)

1 − ρ(h)
dh

)

−

(

x +
U0(x, t)

1 − ρ(x)
+

∫ x

0

ρ(h)

1 − ρ(h)
dh

))

dt

]

,

=
λ p(x)

1 − ρ(x)
E

[∫

∞

0

(Uz(x, t) − U0(x, t)) dt

]

,

which describes the expected difference in the cumulative sojourn times between System 1, initially at state
z, and System 2 initially empty. With SRPT also the jobs in System 1 initially longer than x affect the result
as, at some point in time, the remaining length of such jobs, one at a time, decreases below the threshold
x and triggers a new higher priority workload that is present only in System 1 (see Fig. 6). Consequently,
instead of a single sequence of a uz(x)-triangle followed by rectangles, we have one uz(x)-sequence and nz(x)
times an x-sequence, where nz(x) denotes the number of jobs longer than x in state z. Each of these reduce
to (11), which gives

s(x) =
λ p(x)

[

uz(x)2 + nz(x)x2
]

2(1 − ρ(x))2
,

and V2 =
∫

s(x) dx. Then V1 + V2 yields (16). �
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At Dispatcher At Queue after ME Dispatcher

Arrivals Poisson with rate λ Poisson with rate λ/m

Job i) Exp(µ), P{X > t} = e−µt Exp(mµ) ρ(x) = λ

m2µ

`

1 − e−mµx(1 + mµx)
´

→ λ

m2µ

size X ii) U(0, L), P{X > t} = 1 − t/L - ρ(x) = λ
m

· Lm+1
−(L−x)m(L+mx)
(m+1)Lm → λL

m2+m

iii) Pareto(β), P{X > t} = (1 + t)−β Pareto(mβ) ρ(x) = λ
m

· (1+x)mβ
−mβx−1

(mβ−1)(1+x)mβ → λ

m2β−m

Table 1: Job size distributions, and how they appear to each queue with i.i.d. queue-specific job sizes after the ME policy.

Computationally, it is convenient to evaluate the latter integral for V2 in (16) in n + 1 parts. That is, in
each interval (0, ∆1), (∆1, ∆2), .. (∆n,∞), both uz(x) and nz(x) are constants and one can compute (and
tabulate) in advance the state-independent cumulative functions,

F (t) =

∫ t

0

p(x)

2(1−ρ(x))2
dx and G(t) =

∫ t

0

p(x)x2

2(1−ρ(x))2
dx.

4. Application to the Size-aware Dispatching Problem

Next, we utilize the derived relative values of M/G/1 queues in the context of dispatching problems. As
described in Section 2, any state-independent dispatching policy can be improved by the policy iteration
once the relative values of states are known. In the following, we refer to these improved policies by the FPI
prefix, and compare their performance to heuristic dispatching policies given in Section 2. The numerical
results presented in this section are obtained by simulations.

Jobs arrive according to a Poisson process with rate λ to a dispatcher, which assigns them to one of
the m queues immediately. The job size distributions considered are given in the left column of Table 1:
uniform U(0, 2), exponential Exp(1) and Pareto(β). The uniform distribution has a finite range and strictly
increasing hazard function, the exponential distribution has no memory and a constant hazard function, and
the Pareto distribution is heavy-tailed with a strictly decreasing hazard function.

First we consider the ordinary case with homogeneous servers, where the (random) job sizes are equal
to all queues, Xi = X . The second example is with the queue-specific i.i.d. job sizes (service requirements),
Xi ∼ X , and the right column in Table 1 indicates the resulting arrival process to individual queues with the
ME dispatching policy, and the corresponding conditional offered load ρ(x) due to the jobs, the sizes of which
are at most x. With the exponentially distributed job sizes, the job size distribution remains exponential with
a m times smaller mean, and with the Pareto(β) distribution the chosen jobs obey Pareto distribution with
parameter mβ. In passing, we mention that the minimum operation the ME policy carries out is very efficient
in reducing the heavy-tailedness. For example, with β = 2 the variance of a Pareto distribution is infinite,
but choosing a smaller job among two increases the parameter β to 4, which is not such a tricky distribution
to deal with. Finally, we note that even though our example settings are elementary, the approach lends
itself also to situations where a server may have special traits (skills) enabling it to process certain job types
faster than the other servers. Moreover, the basic policy can also be based on the job types as long as the
dispatching decisions are independent of the queue states.

4.1. Ordinary Dispatching System

Let us start with ordinary dispatching/routing problems, where the job sizes are the same for each queue
and servers have homogeneous service rates, i.e., X = (X1, .., Xm) with Xi = X . In this case, deviating from
the default action does not increase the total amount of work conducted.

4.1.1. Two FIFO queues without queue-specific job sizes

First we assume identical FIFO queues without queues-specific job sizes, i.e., an effort to serve a given
job is the same for each queue. In addition to RND, JSQ, SITA-E, and their FPI variants, we consider also
SITA with Switch policy defined as follows:
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Figure 7: Mean sojourn time in an ordinary two queue dispatching system without queue-specific job sizes under FIFO queueing
disciplines with uniformly, exponentially and Pareto distributed job sizes (from left to right).

Definition 4.1. In SITA with Switch policy, upon arrival the roles of the queues (size intervals associated
with each queue) are switched according to Proposition 3.1 so as to minimize the (initial) relative value.

Consequently, SITA with Switch is always at least as good as the corresponding SITA policy. Stability
concerns may arise with heterogeneous servers if the offered load in some size interval is too high for some
server. With identical FIFO servers, this bears no meaning and the role switching reduces to the following:

Corollary 4.1. Suppose m identical FIFO queues are numbered in decreasing order of the current backlog,

u
(1)
z ≥ u

(2)
z ≥ . . . ≥ u

(m)
z , and such size intervals of SITA that ξi , λi/(1 − ρi) for size interval i are in

increasing order, ξ1 ≤ ξ2 ≤ . . . ξm. Then, SITA with Switch assigns size interval i job to queue i.

With SITA-E, the queue specific loads are equal and, in particular, the arrival rate λi of tasks belonging to
size interval i is inversely proportional to the mean job size in the corresponding size interval. Therefore,

Corollary 4.2. SITA-E with Switch assigns the shortest jobs to the shortest queue etc.

That is, e.g., for two queues, the short jobs up to a certain threshold are assigned to the queue with a shorter
backlog, and the long jobs to the other queue. Hence, knowledge of the relative value facilitates an elegant
way to improve the SITA policy by dynamically switching the roles of the queues.

The numerical results with two FIFO queues are given in Fig. 7. As expected, the gain from SITA-E
over RND increases as the job sizes vary more. With uniformly distributed job sizes, RND, SITA-E and
SITA-Es (with switch) have somewhat similar performance, and most of the time the FPI-RND policy yields
the lowest mean sojourn time. In contrast, with heavy-tailed job sizes, the SITA policies are significantly
better than RND. Especially at higher loads, they also offer a better starting point for FPI. The FPI-RND
policy cannot compete with the state-independent SITA policies, even though it does show a significant
improvement over the basic policy RND. In contrast, the FPI-SITA policies manage to improve the mean
sojourn time by about 40% in each case about ρ = 1 when compared to the optimal state-independent policy
SITA-E (at that point). Thus, the gain from the queue state information can be significant.

Fig. 8 illustrates SITA-E and FPI-SITA-E policies for a two server system with FIFO queues. Both
policies are of switch-over type, i.e., there is a certain threshold which defines to which queue a job is
assigned to. The difference is that FPI-SITA-E implements a state-dependent threshold.
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Figure 8: Both SITA-E and FPI-SITA-E are of switch-over type.
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Figure 9: Dispatching system vs. a shared queue with SRPT. The results with two servers and exponentially distributed (not

queue-specific) job sizes suggest that the disadvantage due to the dispatching decision can be insignificant (e.g., order of 5%).

4.1.2. Shared queue vs. dispatching system with SRPT

Next, we compare the situation between a multi-server and a dispatching system which both operate
under the SRPT discipline. The multi-server system has a shared queue (Fig. 9 left), which means that at
any given moment, the m servers will work on the m shortest jobs present (or all jobs if less than m jobs).
In contrast, in the dispatching system it is possible that one queue has job(s) while the other queues are
empty. Thus, the multi-server system is clearly in a better position to minimize the mean sojourn time.
Two graphs in Fig. 9 illustrate the performance with m = 2 servers. The tiny bars in the middle graph
correspond to ±2σ confidence intervals, where σ denotes the sample standard deviation. For the dispatching
system, we have chosen to include also the round-robin (RR) in addition to RND, JSQ, LWL and FPI-RND.
We can observe that JSQ, LWL and FPI-RND work relatively well, FPI-RND being the best among them,
i.e., the best policy for the dispatching system even though the starting point is the worst policy (RND).
The RND and RR policies assume the least amount of information, and to no surprise, their performance is
also limited when compared to the others. In this case, the penalty due to a dispatching decision in contrast
to the shared queue appears to be about 5% or less.

4.2. Queue-specific Job Sizes

Next we consider dispatching systems with queue-specific job sizes, X = (X1, .., Xm) where Xi denotes
the service requirement if the given job is processed at queue i. For simplicity, we assume that the Xi are
i.i.d., Xi ∼ X . By definition, the default action of ME, j = argmin

i

{Xi}, ensures that the system conducts

as little work as possible. Conversely, deviating from the default action means that the system unavoidably
conducts some amount of extra work. Therefore, e.g., RND and JSQ policies, ignoring this fact, have a
limited capacity region.

4.2.1. Two queue system with the FIFO and preemptive LIFO disciplines

First we assume two queues both operating either under FIFO or a preemptive LIFO queueing discipline.
The job sizes obey one of the three distributions given in Table 1: uniform, exponential and Pareto. We
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Figure 10: Mean sojourn time in a two queue system with queue-specific job sizes under FIFO and preemptive LIFO queueing
disciplines. Job size distribution is uniform, exponential and Pareto (from left to right).

consider the ME, LWL, and FPI-ME dispatching policies together with the FIFO and LIFO queueing dis-
ciplines, i.e., in total 6 different systems. For the FPI policies, the exact expressions for the relative values
were derived earlier in Sections 3.1 and 3.2. As mentioned earlier, the Myopic policy with FIFO and LIFO
queueing disciplines reduces to the LWL/FIFO and FPI-ME/LIFO, respectively.

The numerical results obtained by means of simulation are illustrated in Fig. 10 for the three job size
distributions: uniform, exponential and Pareto (from left to right). In the upper figures, the y-axis represents
the mean sojourn time, and the x-axis the offered load where ρME = 1 corresponds to the maximum arrival
rate the ME policy can support. The tiny bars correspond to ±2 σ confidence intervals. The lower figures
represent the performance against the ME/FIFO policy, i.e., y-axis is the relative sojourn time (the lower
the better). We can observe that the LWL policies “lose the ball” somewhere around ρ ≈ 0.2 . . . 0.4 in each
case, and eventually become instable (cf. Sharifnia (1997)). The FPI policies are able to accomodate the
full feasible load range 0 ≤ ρME < 1, i.e., the one which the ME policies support. Moreover, the FPI based
approaches yield consistently better performance than the corresponding ME policy, as the theory suggests.
The relative performance appears to improve linearly until about ρ ≈ 0.95. As λ increases further, the
ME policy becomes the only feasible one and the others converge to that. Note that around ρ = 0.95, the
improvement is about 25%..50%, which is rather significant. Among the two FPI based policies, the LIFO
variant appears to be considerably better when X ∼ Pareto(2), and marginally better when X ∼ Exp(1).
This is due to the fact, that with LIFO the new short jobs can be placed at the front of a queue, similarly as
what SRPT does. In contrast, when X ∼ U(0, 2), the FPI-ME/FIFO yields the lowest mean sojourn time
(cf. a strictly increasing hazard function). The same phenomenon is well-known for single queue systems.

4.2.2. Two-queue system with the preemptive SPT discipline

Next we assume a two-queue system with the preemptive SPT discipline and the same three job size
distributions. Substituting ρ(x) from Table 1 into (7) gives the relative values, and one can again proceed
with the FPI approach. Numerical results with the 4 dispatching policies, ME, LWL, Myopic and FPI-ME,
are given in Fig. 11. For the ME policy, an analytical expression is readily available (apply (6) for individual
queues) while the other 3 policies need to be simulated. We have simulated all 4 cases, and the tiny bars
in the upper graph correspond to ±2 σ confidence intervals. Again, the LWL policy, which simply looks at
the backlogs, faces the same capacity barrier as with the FIFO and LIFO (or any other) queueing discipline.
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Figure 11: Mean sojourn time under preemptive SPT discipline with queue-specific job sizes from different distributions.

Also with lower loads, the LWL fails in improving the mean sojourn time.
In contrast, the FPI-ME and the Myopic policy are aware of the underlying discipline, and manage to

decrease the mean sojourn time clearly below that of the basic ME policy. At higher loads, the FPI turns
out to be superior with all job size distributions, and the gain is highest with the uniform distribution.
Comparing Fig. 11 to Fig. 10, suggests that the improvement over the ME policy is somewhat smaller in
this case. One logical reason contributing to this is the fact that the preemptive SPT discipline can locally
correct poor dispatching choices by re-arranging the processing order in the queue.

4.2.3. Two-queue system with the SRPT discipline

Finally, let us consider the shortest remaining processing time (SRPT), which is the most efficient queue-
ing discipline. In this case, the integral terms in (16) either have to be omitted, or evaluated numerically. We
have chosen the latter, and use the composite Simpson’s method and interpolation, which is computationally
fast. Substituting the conditional offered load ρ(x) from Table 1 to (16) gives an expression for the difference
in the two relative values that can be evaluated numerically. In other words, it allows carrying out the FPI
starting from the ME policy, yielding an improved policy which we refer to as the FPI-ME/SRPT policy.

Fig. 12 depicts the performance with uniform, exponential and Pareto distributed job sizes (from left to
right). The bars in the upper graph again correspond to ±2 σ confidence intervals. In all cases, the FPI
based approach utilizes the available servers better and push down the mean sojourn time. Similarly as with
the SPT, the gain appears to decrease a bit with the heavy-tailed job size distribution. At higher loads, the
performance gain is again significant, an order of 20% . . . 25%.

4.2.4. Comparison of queueing disciplines

With exponentially distributed job sizes, ME/FIFO and ME/LIFO have the same mean sojourn time.
Let us next compare the ME policies to the FPI-ME policies with the four queueing disciplines: FIFO,
preemptive LIFO, preemptive SPT and SRPT. The simulation results are depicted in Fig. 13. The ± 2σ
confidence intervals are very small and have been omitted. One can identify two groups: FPI-ME/FIFO and
FPI-ME/LIFO systems offer a reasonable improvement over the basic ME policies. However, the FPI-ME
with SPT and SRPT attain a significantly lower mean sojourn time than the other policies. Interestingly,
the difference between the static SPT and the dynamic SRPT disciplines is rather marginal.
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Figure 12: Mean sojourn time under SRPT discipline with queue-specific job sizes from different distributions.
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FPI-ME policy with different job size distributions at ρME = 0.9. The y-axis is in logarithmic scale.

The mean sizes of the accepted jobs are illustrated in Fig. 14 (left). Recall that with ME, the mean job size
is 0.5 (minimum of two Exp(1) random variables). However, if the dispatcher decides to deviate from this,
unavoidably the mean job size also increases. From the figure, one can make three observations: (i) Initially,
FPI-ME/FIFO/LIFO policies deviate from the ME policy more, as the strict queueing discipline (FIFO
or LIFO) is non-optimal. (ii) As the load increases, also the preemptive FPI-ME/SPT, and in particular
FPI-ME/SRPT, also find more options to improve the performance by switching the queue. (iii) Near the
capacity limit at ρME = 1, all policies have to adhere to ME and the mean job size converges back to 0.5.

Fig. 14 (right) depicts the achieved performance in different scenarios at ρME = 0.9 relative to the
ME/FIFO policy. For each job size distribution, the left column consists of the ME policies with different
queueing disciplines (FIFO, preemptive LIFO, preemptive SPT, SRPT), and the corresponding FPI policy
is on the right column. The y-axis is in logarithmic scale. We can observe that in each case the FPI
improves the performance considerably. The order between different queueing disciplines remains otherwise
the same, except that FIFO and LIFO change their relative order as one moves from a finite job sizes
(uniform distribution) to a heavy-tailed one. The similar phenomenon is known to exist for ordinary queues.

5. Conclusions

We have considered dispatching or task assignment problems in the Markov decision process framework.
In addition to the traditional cases, the approach supports queue-specific job sizes where the same job requires
different efforts from different servers. This allows one to model a very large class of real life dispatching
problems with heterogeneous servers. The dispatcher is assumed to have full knowledge about the new job
and the state of each queue. The optimal dispatching decision, seeking to minimize the mean sojourn time,
depends also on the queues’ internal scheduling discipline (e.g., FIFO or SRPT).

Our approach stems from the MDP framework. First we have analyzed M/G/1 queues in isolation. In
particular, we have derived exact expressions for the size-aware relative values in an M/G/1 queue under
FIFO, LIFO, SPT and SRPT queueing disciplines. Moreover, for FIFO and LIFO, the corresponding relative
values are shown to be insensitive to the form of job size distribution. These analytical results have also some
general importance as they are readily applicable in many other contexts (e.g., admission control, pricing),
while in this paper we have exploited them in the context of dispatching problems.

In particular, starting from a state-independent basic policy, the size-aware relative values allow us to
carry out the first policy iteration (FPI) yielding a new improved state-dependent policy. The FPI policies
take into account the arrival process, job size distribution and the internal queueing discipline, resulting
in a sound and robust approach to a wide range of size-aware dispatching problems. This includes also
settings where some servers are specialized to certain job types and can process such jobs faster than other
servers. The methodology is demonstrated by means of numerical examples, where the FPI based approaches
consistently yield considerably better performance in terms of mean sojourn time than any of the heuristic
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policies. For example, policies known to be optimal in other settings such as JSQ, where the routing decision
is based on the number of jobs per queue, and LWL, which considers the backlogs, are not generally optimal.
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