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Abstract

In this work, we discuss some of the basic concepts re-
lating to Quality of Service in the Internet. We start
by defining the concepts of Quality of Service and
Class of Service. We briefly look at service classes
and proceed to observe the Internet router architec-
ture and the enhancements that need to be or have
been implemented to cnable different service levels.
We then move to deal with two cardinal issues: the
introduction of state to the core of Internet and the
contradictory position between the user and the net-
work in triggering the Quality of Service. We find
the issue of Quality of Service in the Internet being
versatile and subject to speculation.

1 Introduction

Bringing Quality of Service (QoS) to the Internet is
an issuc of controversy. Traditionally Internet has
been the network for all with cqual opportunity to
use its resources, but the use of QoS would change
this. The recent developments of software and the
emerging new services with increasing comiercial ef-
forts suggest that QoS, or at least different levels of
service, Class of Service (CoS), should be introduced
to the Internet. The emergence of various bandwidth
hungry and delay sensitive applications, such as Voice
over IP and video conferencing, require, or at least
benefit from QoS or some other form of prioritiza-
tion guarantees. Similarly, the probable growth of
new QoS sensitive applications [1] using the Inter-
net protocol might expect some sort of QoS guaran-
tees from the network. Several IETF! workgroups,
such as IntServ? and DiffServ?, have participated in
the discussion and definition of Internet service archi-
tectures, but their work has not yet reached to any
conclusive solutions. Various architectural and tech-

Thttp:/ /www.ietf.org/
2http://www.ietf.org/html.charters/intserv-charter. html
Shttp://www.ietf.org/html.charters/diffserv-charter.html

nological solutions have emerged and the heated de-
bates for and against these solutions have dominated
the discussion the on the future Internct. Neverthe-
less, what is Quality of Service, what docs it mean
in the Internet and what are the various aspects that
need to be addressed should QoS ever take its place
in the 'Net’.

In the current Internet, there are no guarantees for
cither relative or absolute QoS and it is debatable if
we can ever expect the Internet to provide absolute
end-to-end QoS [2, 3, 4, 5]. The contemporary Inter-
net is characterized by the diversity of its networking
technologies. In the core of the network ATM and
Frame Relay, both able to offer QoS [6], are slowly
pushing FDDI-solutions to the background. This
trend would implicate that the core Internet could
be able to offer some kind of service level as the pen-
ctration of QoS capable technologies reaches an ad-
cquate level. However, in the edges of the network
the multitude of network solutions is overwhelming.
All the different LAN technologies, some capable to
offer QoS and some not, create a substantial obstacle
to an absolute end—to—end Quality of Service in the
Internet. Furthermore, the ever growing diversity in
access technologies, such as the introduction of xDSL
techniques and the strong foundation of traditional
PSTN-modem solutions suggests that offering a pos-
sibility of consistent QoS in the Internet would intro-
duce a number of problems regarding, for instance,
the definition of QoS paramecters.

The rest of this work is structured as follows: In Scc-
tion 2, we will first define the concepts of Quality and
Service and their relation in the Internet and intro-
duce the concept of Class of Service. In Section 3
we will take a look at how the contemporary Internet
key component, the Internet router, functions, how
it should be developed in the future and what efforts
have already been started. Then we look at some of
the founding issues that need to be dealt with, before
any kind of QoS can be brought to the network. Par-
ticularly, in Section 4 we will deal with the concept
of state and how, and in what way, it could be intro-



duced and used in the Internet. Following, in Scctio:
5 we define the fundamental question of whether ther
should be Quality or Class of Service in the Interne
and debate on who should initiate or trigger the us
of a service class in the network.

2 Definition of QoS and CoS

Quality, in the Internet frame of reference, coul
be understood as the combination of exactly define
measures such as data loss, delay, jitter and use ¢
network resources associated with the feeling or nc
tion of Quality that the user of the network experi
cnces. Major difficulty lies in defining the Qualit
as a function of both the measures and the huma
factor.

Service is defined as something that the users use,
either explicitly (interactive Internet services like tel-
net, ftp or www) or implicitly (various 'invisible’ ap-
plications like name services cte.). The actual defini-
tion of the service can be done in various ways:

e By protocol identifiers (in the TP header)

e By (the parts of) the addresses of the sender
and/or receiver (in the TP header)

e By TCP/UDP source and/or destination port
numbers (in the TCP/UDP header)

e By the ingress point of the traffic in the network
e By a combination of any of the above

Different ways of service definition serve different pur-
poses. In some instances it could be nice to group ser-
vices according to the applications that are used (port
numbers) or by the user of the service (sender’s IP ad-
dress), and in other cases a coarser service definition
might be enough. The actual policy with which pack-
cts of particular service are treated might be identi-
fied with the TP precedence bits [7]. See Figure 1 for
IPv4 header structure and one option of the intended
functionality of the IP precedence bits?.

In this light, the Quality of Service in general terms
and when speaking of networking, means that the
user of some service receives a predefined, but not
necessarily a constant amount of resources from the
network guaranteeing that the user’s packets are de-
livered to their destination within the set parameters
and performance bounds.

On a related issue, Class of Service (CoS) is a closely
related coneept to QoS. Using CoS instead of QoS
means that the traffic of one user is treated better
than the traffic of another. No absolute guarantees
arc given, only promise to differentiate traffic. The

4Sometimes referred to as TOS field, as in Type of Service.
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Figure 1: IPv4 header and the Precedence bits

Table 1: TP precedence values

| IP precedence values

1000 minimize delay

0100 maximize throughput

0010 maximize reliability

0001 minimize monetary cost

0000 normal service (the default value)

Class of Service solution will most probably be the
concept first deployed in the Internet before the ac-
tual end-to-end absolute Quality of Service.

2.1 Service classes

To realize the QoS or CoS in the network we have to
introduce service classes[8]. The service classes define
the parameters with which the traffic is handled in
the network. No clear consensus exists how many
service classes there might be: Some suggest up to
cight service classes [7] while others are content with
three or four classes [9, 10]. In [11] the semantics of
the IP precedence field values in the IP header are
defined to be as shown in Table 1.

It could be stated that the number of different service
classes is somewhat sccondary to the more important
question: Who or what decides which kind of service
is to be given to a particular traffic flow®[8]. We will
come later back to this question in Section 5.

3 Internet router - the key com-
ponent

The Internet could be said to consist, in a very ba-
sic level, of routers and connections between them.

5The term flow refers to traffic streams representing a par-
ticular user or application[8].



This is illustrated in Figure 2, where edge (or access)
routers send their traffic to each other via the core
routers. Bringing service differentiation or QoS to the
Internet requires several changes in the router archi-
tectures and especially requires broadening the ways
we think an Interncet router should function. Extend-
ing the functionality of Internet routers is one of the
essential issues in bringing QoS to the network.

Figure 2: Basic Internet structure

3.1 Conventional routers

Conventional router solutions tend to make forward-
ing decisions for cach packet separately cven if the
decisions for a series of packets would be identical.
Information is queued packet by packet to the rout-
ing/forwarding processor on the TP datagram level,
realizing the OSI layer three functionality. This queue
is traditionally served based on first come first serve
(FCFS) scheduling creating the so-called best effort
service. All the links connected to the router are uti-
lized from the common pool by the route processor
on a nced to usce -basis. This process is illustrated in
Figure 3 where the router first takes the packet, looks
up the destination address using routing tables and
then finally sends the packet to the appropriate net-
work interface according to the routing information
obtained from the routing tables.

Hence, a traditional Internet router inherently utilizes
statistical multiplexing since its resources are shared
between all users. In the case of actual queue over-
flow (packet drop), the resource usage is further con-
trolled by the TCP flow control in the sending hosts.
TCP flow control is designed to aid in dividing the
resources as fairly as possible between all users [12].

3.2 Current trends in router design

The amount of traffic and number of users in the
Internet are increasing. This increase calls for im-
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Figure 3: Conventional routing procedure

provement of performance in the network elements
for IP packet forwarding and routing, the Internet
routers. The first natural need is to be able to ci-
ther forward the increased amount of packets faster
or somchow find a way to reduce the amount of pack-
ets offered to the forwarding process. In addition to
increased traffic and the growing number of users,
there is also a clear need for different levels of service
cemerging amongst the users of the network. Whether
this need arises from using applications sensitive to
performance parameters (bandwidth, delay, jitter) or
from the general need to receive increased and bet-
ter performance than other users in the network (for
instance, priority traffic in corporate networks) it is
clear that some form of traffic classification needs to
be done in order for the network to be able to offer
the different service levels to the traffic[13].

The improvements that have been proposed in rela-
tion of router architectures and bringing Quality of
Service to the Internet relate

e To cnhancing router performance by implement-
ing some or all of the functionalitics of the
routers in hardware instead of software[14, 15,
16, 17, 18, 19, 20, 21, 13, 22, 23]; this is the so-
called Gigabit—approach.

e To speeding up the access to routing tables,
where advanced search methods are used [24, 25,

26, 27, 28, 29

e or to using sophisticated ideas of mapping a large
number of packets to a single identifier[15, 30, 31,
32, 33, 34, 35, 30], usually in the OSI layer 2; a
solution referred to as multi-layer switching or
IP switching.

In addition, QoS based routing is being investigated
so that preferred paths could be determined for pri-
oritized traffic[37, 38].

The Internet router is the key component in the cur-
rent Internet as it provides both the routing and



packet forwarding functionality in the network. It
seems likely that the dominant position of the router
will continue and it will also be providing mechanisms
for realizing Quality of Service in the future Internet.
The various components in routers that provide the
tools and mechanisms for Quality of Service [12] and
should therefore be implemented are:

e Traffic shaping, to provide predictable traffic be-
havior,

e Admission control, to limit excessive resource us-
age,

e and Differential congestion management, provid-
ing preferential treatment to particular traffic
classes in times of congestion in the network.

4 Bringing state into the Inter-
net

The traditional paradigm of Internet has been state-
less. Routers do not keep connection state informa-
tion. This is to improve the robustness of the com-
munication system, routers are designed to be state-
less, forwarding each IP packet independently of other
packets. Consequently, redundant paths can be ex-
ploited to provide robust service in spite of failures
of intervening routers and networks. All state infor-
mation required for end-to-end flow control and reli-
ability is implemented in the hosts, in the transport
layer or in application programs. All connection con-
trol information is thus co-located with the end points
of the communication, so it will be lost only if an end
point fails.

Bringing QoS or consistent classes of service indepen-
dent of the traffic in the network we have to introduce
some kind of state, if not to all of the Internet routers,
at least to some. There exist different kinds of state:
local state, soft-state and hard-state. The basic func-
tion for the state is to spread around the information
on the relevant QoS / CoS related decisions that have
been made. The goal is to achieve consistency in the
network regarding, for instance, policy and routing
decisions.

The discussion circulates mainly around whether to
bring state to the Internet or not. The actual pro-
tocol implementations are already many and will
most probably be, even in the future, ISP depen-
dent choices. Between Autonomous Systems(AS) the
change of state information and related data will most
probably be communicated using the existing routing
protocols with, perhaps, slight modifications.

4.1 Local state

The basic form of state, the local state, is alrcady
used in the Internet routers. Some routing decisions
or policies are cached for quick access. The single de-
vice may be speeded up by introducing local state, for
instance, in the accessing of routing tables the most
frequent address lookup decisions could be cached or
the incoming packets could be mapped to a separate
path already in the input port of the router, bypass-
ing the forwarding stage altogether (refer to Figure
3). The neighboring devices need not to know any-
thing about these alterations and network can be ar-
gued to function a bit more efficiently. This kind of
local state is closely related to the advanced router ar-
chitectures mentioned earlier. Local policy decisions
could also be defined for particular service classes and
types (=applications).

The downside of local state is that the neighboring
node, or the rest of the network in general, does
not know anything about the state of an individ-
ual node. This may lead to inconsistencies in service
levels.  Also, if the local decisions differ in the edge
routers (refer to Figure 2) the core routers may need
to maintain large policy tables to achieve consistency
in the network. This introduces problems in scaling
and router management.

4.2 Soft State

Soft state, simplified, means that two or more devices
negotiate and agree on some property that will be
remembered in both of the devices for an arbitrary
length of time. Some routing protocols and recent
suggestions for utilizing connection oriented link layer
technologies have brought the concept of soft state to
the Internet. Also many of the routing protocols uti-
lize soft state; the routing tables are updated and link
states or distance vectors are updated as timers ex-
pire. No device utilizing the soft state may function
under the assumption that neighboring devices know
about the state beyond the timeout value. No ex-
plicit state teardown messages exist when using soft
state and the state is lost, or brought down as time-
out values are met without the request the renew the
state information. Bringing the state up is also, in
many cascs, only implicitly acknowledged. In the In-
tegrated Services architecture the protocol used to
reserve the resources (RSVP) utilizes the concept of
soft state [9, 10].

4.3 Hard State

Extending the soft state timcouts to infinity and
adding explicit state teardown messages we have de-
fined the concept of hard state. Hard state is most
commonly found in telephone networks and BISDN



(ATM) systems. Systems using hard state usually
have complex signaling protocols exist. The com-
plexity is necessary because hard state systems as-
sume that the state information is present in other
devices and they base their operation on this assump-
tion. Therefore necessary mechanisms to guarantee
the state need to exist.

In the Internet, the hard state means that through-
out the path in the network, some service (related)
paramcters are sct and resources arce allocated for a
certain traffic flow. The paramcters are reset and re-
sources freed only when they are explicitly told to do
so. Hard-state is being brought to the Internet as a
by-product of using ATM as link layer (OSI layer2)
technology [1, 39].

4.4 End-to-end or hop-by-hop

In close relation to using state in the Internet is
the question whether the state information should be
spread around to the whole packet path (end-to-end)
or to only parts of the paths (hops). Usually the
packet paths extend over many ASs that may or may
not have identical thoughts on policy. In the current
Internet the number of router hops between two end
hosts may risc to dozens or even higher. This may in-
troduce additional processing delays and could possi-
bly be avoided by using state in the routers. The more
widespread the state is in the network the less we
have unexpected phenomena in the course of packet
forwarding and routing.

The hop-by-hop has been the traditional approach;
the hop is understood to be just the hop from one
router to another. At the moment it seems that it
would be easier to start implementing the state in
a hop-by-hop fashion and then later on extend the
definition of hop to include parts of the path as onc
hop or ¢ven the whole path as one hop. This is the
approach that is suggested in DiffServ architecture
[40]. Within one Autonomous System (AS) consisting
of several routers there is a similar policy for traffic
flows.

In the IntServ approach, the RSVP has been sug-
gested to function in an end-to-end manner[9, 10].
This would require updating of the whole Internet to
support RSVP functionality and would likely intro-
duce scalability problems in the core of the network.

4.5 Connectionless vs. connection ori-
ented

As we are thinking in spreading the QoS / CoS deci-
sion info we need to also take into account the layer
2 that actually transports the data. The emergence
of conmnection oriented technologies, specifically ATM,
offer at least the possibility to QoS, though they do

not require the use of QoS parameters and cven pro-
vide services or meauns for this kind of traffic (UBR in
ATM, CIR set to zero in Frame Relay). To allocate
resources in counnection oriented environment we need
advanced Connection Admission Control functional-
ity and modern queue management algorithms and
methods. The difficulty lies in defining the parame-
ters of IP traffic to characterize the traffic properties
and this characterization affects the overlaying Inter-
net Technologies; TCP flow control, for instance.

In the connectionless environment we can provide for
Classes of Service, differentiated levels of service with
the aid of priority queues and related algorithms.

In the current Internet the diversity of networking
technologies also suggests that the thought of connec-
tionless environment and the subsequent implications
might be more readily applied.

The problem of providing absolute or relative guar-
antees of delivery depends also very much on the un-
derlying network techmniques. Even if we have just
onc hop of Ethernet on an otherwise ATM infested
path, we can not anymore say anything definite on
the Quality of Service bounds that the path has.
However, whether we are using connectionless or con-
nection oriented technologies we have still two impor-
tant questions left unanswered. Do we want to use
QoS or CoS in the Internet and who do we let to
make the requests and decisions on service levels.

5 User vs. Network

Finally, we come back to one of the most important
questions relating to Quality of Service and the In-
ternet. Who or what decides that a particular traffic
flow is to be prioritized. One of the most important
questions regarding the state in the Internet, is do we
have to scale the state information with the individ-
ual user or with the applications that users are using
or with some other aggregated form of traffic. Ser-
vice aggregation is an issuc that has not been studied
much. A simplified suggestion for service aggrega-
tion is presented in Figure 4, where in a connection
oriented environment (ATM) services are mapped to
Virtual Paths containing Virtual Circuits for individ-
ual traffic flows.

The assignment of prioritization has traditionally
been done in two ways:

1. The network issues prioritization with no, or lit-
tle regard to user wishes. An example of such
scheme, in a manner of speaking, might be the
contemporary Internet.

2. The user requests cither explicitly or implicitly
resources from the network. The network then
notifies the user if such requested resources ex-
ist and reserves these resources. An example of
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Figure 4: Aggregating services in the Internet

implicit user request of prioritization might be
the PSTN. When the user picks up the handset
the nearest exchange reserves a timeslot to the
conncction. This timeslot could be understood
as absolutely prioritized to the user.

The fundamental issue of whether we should assign
QoS to an TP packet flow implicitly by network cle-
ments or explicitly by user requests is debated quite
extensively in [8] where the user initiated resource al-
location is slightly favored, though network initiated
QoS is seen to have some advantages.

If the user triggers the QoS she, most likely, wants
also to measurc it. This strongly suggests that the
given QoS level should be absolute and measurable.
This implicitly requires that the individual user has
her QoS parameters stored throughout the packet
path. Furthermore, this means that every node has to
store information on cvery flow that passes through.
Many say that this per-flow state may never be prac-
tical or feasible in the Internet or that only a very
limited set of connections might have their individual
states in the network. Furthermore, in the case of
user triggered QoS there certainly may be situations
when the service request can not be fulfilled. A sit-
uation that does not exist in the current Internet as
such.

Via network triggered resource allocations the QoS
can be relative, CoS. Difficulty lies in building appro-
priate business models and service architectures. It
may be hard to convince a customer that she is be-
ing serviced better than the next one. This implies
that QoS should be geared towards groups of individ-
ual users, enterprises and such. One problem arises in
determining the set of services that are to be classified
to various service classes. Only using fixed sets of ap-
plications limits the service to those applications[8].
Some work has been done to automate the construc-
tion of service sets, Network Service Profiles[41, 42].
The aggregation of traffic flows under similar policy
identifiers is also a problematic issuc, since we can not
for sure know what kind of traffic needs what kind of
parameters[8] at different instances.

6 Conclusions

It should be obvious that even in the Iuternet there
are no free lunches; if we give resources to a group
of users or services we unavoidably take the resources
away from another group. Put in another way: Bring-
ing QoS to the network leads to a situation where the
once fair network is favoring some services at the price
of neglecting others. This is the case, when resources
become limited and the little amounts of resources
have to be divided. To control the usage of resources
and limiting the number of users that wish to use the
theoretically scarce resources a service architecture
is needed. Examples of these kinds of efforts are the
Integrated and Differentiated service architectures re-
spectively. In addition, pricing also plays a major role
when determining who wants, or is able to in the first
place, to use QoS in the Internet.

It may be questionable if we are ever going to see
absolute QoS on a flow by flow basis. In the future
we may actually have applications (or users) which
know exactly what kind of QoS they need, and with
the aid of IPv6 [43] and RSVP [9] we may be able to
assign explicit QoS to a session on—demand. Then, it
is debatable if the network will ever have the capacity
to provide for per-flow absolute QoS. More likely, we
will sce aggregates of services being prioritized with
different weights. This way the adaptation is in bal-
ance both the network and the applications are flexing
with their performance.

The essntial issue is the per-flow state scalability. The
reasonable state table requirements in the edges of
the network (access routors) grow up to be impossi-
ble demands in the core of the network. This effect
is further enhanced with the recent trends in traffic
patterns where 80 % of the traffic is forwarded out-
side of the LANs. This means that there can not exist
single customers, or per-flow state, in the core of the
network; not at least in the wide sense and the major-
ity of Internet users will be offered only differentiated
CoS. Also the question of connectionless and connec-
tion oriented techniques is answered if per-flow state
is limited. Traffic is prioritized in routers and connec-
tionless technologies suffice as the transport media.
The actual use and implementation of state, whether
it be soft-state or hard-state is indifferent. Soft state
might be lighter to implement and requires no net-
work wide 'flag day’.

In addition, the end-to-end solution is not necessary
in the CoS scheme but we can concentrate on priori-
tizing traffic on a hop-by-hop basis. This also makes
interoperability between ISPs less of an issue and
gives time to old networking technologics to be up-
dated. After the technology has penctrated the defi-
nition of hop might extend from router- to-router, to
AS-to-AS to the end-to-end solution.



Whatever the final solution, QoS or CoS, the pricing,
business models, service architectures need to care-
fully accounted for and should be used to gear the
use of QoS to those applications (and users) that can
not exist without service guarantees.
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