AVT Wor ki ng G oup V. Singh

Internet-Draft T. Karkkai nen
I ntended status: Experinental J. Ot
Expires: April 28, 2011 S. Ahsan
Aalto University

L. Eggert

Noki a

Cct ober 25, 2010

Mul ti path RTP ( MPRTP)
draft-singh-avt-nprtp-01

Abst ract

The Real -tine Transport Protocol (RTP) is used to deliver real-tine
content and, along with the RTP Control Protocol (RTCP), forns the
control channel between the sender and receiver. However, RTP and
RTCP assune a single delivery path between the sender and receiver
and make decisions based on the neasured characteristics of this
single path. Increasingly, endpoints are beconing nulti-honmed, which
means that they are connected via multiple Internet paths. Network
utilization can be inproved when endpoints use nultiple parallel
pat hs for comruni cation. The resulting increase in reliability and
t hroughput can al so enhance the user experience. This docunent
extends the Real -time Transport Protocol (RTP) so that a single
session can take advantage of the availability of multiple paths
bet ween two endpoi nts.

Status of this Meno

This Internet-Draft is submtted in full conformance with the
provi sions of BCP 78 and BCP 79.

Internet-Drafts are working docunents of the Internet Engineering
Task Force (IETF). Note that other groups may also distribute
wor ki ng documents as Internet-Drafts. The list of current Internet-
Drafts is at http://datatracker.ietf.org/drafts/current/.

Internet-Drafts are draft docunents valid for a maxi num of six nonths
and nay be updated, replaced, or obsol eted by other docunents at any
time. It is inappropriate to use Internet-Drafts as reference
material or to cite themother than as "work in progress.”
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I nt roducti on

Mul ti-honmed endpoints are becom ng common in today’s Internet, e.g.
devi ces that support multiple wirel ess access technol ogi es such as 3G
and Wreless LAN. This nmeans that often there is nobre than one
networ k path avail abl e between two endpoints. Transport protocols,
such as RTP, have not been designed to take advantage of the
availability of multiple concurrent paths and therefore cannot

benefit fromthe increased capacity and reliability that can be

achi eved by pooling their respective capacities.

Mul tipath RTP (MPRTP) is an OPTIONAL extension to RTP [1] that all ows
splitting a single RTP streaminto nultiple subflows that transnit
over different paths. 1In effect, this pools the resource capacity of
mul ti pl e pat hs.

O her | ETF transport protocols that are capable of using nultiple
pat hs include SCTP [7], MPTCP MPTCP [8] and SHI M6 [9]. However
these protocols are not suitable for realtinme conmunications.

Requi rement s Language

The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "OPTIONAL" in this
docunment are to be interpreted as described in [2].

Ter m nol ogy
0 Endpoint: host either initiating or term nating an RTP connection

o Interface: A logical or physical conponent that is capable of
acquiring a unique |P address.

o Path: sequence of links between a sender and a receiver
Typically, defined by a set of source and destinati on addresses.

o Subflow A flow of RTP packets along a specific path, i.e., a
subset of the packets belonging to an RTP stream The conbination
of all RTP subflows fornms the conplete RTP stream

Use cases

The primary use case for MPRTP is transporting high bit-rate
stream ng multimedi a content between endpoints, where at |east one is
mul ti-homed. Such endpoints could be residential |PTV devices that
connect to the Internet through two different Internet service
providers (ISPs), or nobile devices that connect to the Internet
through 3G and WLAN interfaces. By allowing RTP to use multiple
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paths for transm ssion, the follow ng gains can be achi eved:

o Higher quality: Pooling the resource capacity of multiple Internet
pat hs all ows higher bit-rate and hi gher quality codecs to be used.
From the application perspective, the avail abl e bandw dth bet ween
the two endpoints increases.

0 Load balancing: Transmitting one RTP stream over multiple paths
can reduce the bandw dth usage, conpared to transmtting the sane
streamalong a single path. This reduces the inpact on other
traffic.

o Fault tolerance: Wen nultiple paths are used in conjunction with
redundancy mechani snms (FEC, re-transnissions, etc.), outages on
one path have | ess inpact on the overall perceived quality of the
stream

A secondary use case for MPRTP is transporting Voice over |P (VolP)
calls to a device with nmultiple interfaces. Again, such an endpoi nt
could be a nobile device with nultiple wireless interfaces. In this
case, little is to be gained fromresource pooling, i.e., higher
capacity or |l oad bal anci ng, because a single path should be easily
capabl e of handling the required | oad. However, using multiple
concurrent subflows can inprove fault tol erance, because traffic can
shift between the subfl ows when path outages occur. This results in
very fast transport-layer handovers that do not require support from
si gnal i ng.

2. GCoals

This section outlines the basic goals that nmultipath RTP ains to
meet. These are broadly classified as Functional goals and
Conpatibility goals.

2.1. Functional goals

Al'l ow uni cast RTP session to be split into nmultiple subflows in order
to be carried over nultiple paths. This may prove beneficial in case
of video stream ng.

0 |Increased Throughput: Cunul ative capacity of the two paths may
meet the requirements of the multinmedia session. Therefore, MPRTP
MUST support concurrent use of the multiple paths.

0 Inproved Reliability: MPRTP SHOULD be able to send redundant or

re-transmit packets al ong any avail able path to increase
reliability.
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The protocol SHOULD be able to open new subflows for an existing
sessi on when new pat hs appear and MJST be able to close subflows when
pat hs di sappear.

2.2. Conpatibility goals

MPRTP MJST be backwards conpatible; an MPRTP stream needs to fal
back to be compatible with | egacy RTP stacks if MPRTP support is not
successful |y negoti at ed.

0 Application Conpatibility: MPRTP service nodel MJST be backwards
conmpatible with existing RTP applications, i.e., an MPRTP stack
MUST be able to work with | egacy RTP applications and not require
changes to them Therefore, the basic RTP APIs MJST renain
unchanged, but an MPRTP stack MAY provi de extended APlIs so that
the application can configure any additional features provided by
t he MPRTP st ack.

0 Network Conpatibility: individual RTP subflows MJST thensel ves be
wel |l -formed RTP flows, so that they are able to traverse NATs and
firewalls. This MJST be the case even when interfaces appear
after session initiation. Interactive Connectivity Establishnent
(ICE) [3] MAY be used for discovering new interfaces or perforning
connectivity checks.

3. RTP Topol ogi es

RFC 5117 [10] describes a nunmber of scenarios using m xers and
translators in single-party (point-to-point), and nulti-party (point-
to-nmultipoint) scenarios. RFC 3550 [1] (Section 2.3 and 7.x) discuss
in detail the inpact of mixers and translators on RTP and RTCP
packets. MPRTP assunes that if a mixer or translator exists in the
network, then either all of the nmultiple paths or none of the

mul tiple paths go via this conponent.

4. MPRTP Architecture
In a typical scenario, an RTP session uses a single path. In an

MPRTP scenari o, an RTP session uses nultiple subflows that each use a
different path. Figure 1 shows the difference
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Figure 1: Conparison between traditional RTP streaning and MPRTP

o e e e e e e e e ao oo + Fom e e e e e e e e e m oo oo +
| Appli cation | | Appli cation |
o e e e e e aa oo + oo e e e e e e eeee oo - +
I I I MPRTP I
+ RTP + e T R
| | | RTP subflow | RTP subflow |
o e e e e e e e e ao oo + Fom e e e oo Fom e e e oo +
[ UDP [ [ UDP [ UDP [
o e e e e e aa oo + o e oo o e oo +
| I P | | I P | I P |
) + B B +

Figure 2: MPRTP Architecture

Figure 2 illustrates the differences between the standard RTP stack
and the MPRTP stack. MPRTP receives a nornmal RTP session fromthe
application and splits it into rmultiple RTP subflows. Each subflow
is then sent along a different path to the receiver. To the network,
each subfl ow appears as an independent, well-forned RTP flow. At the
recei ver, the subflows are conbined to recreate the original RTP
session. The MPRTP | ayer performs the follow ng functions:

o Path Managenent: The layer is aware of alternate paths to the
peer, which may, for exanple, be the peer’s nultiple interfaces to
send differently narked packets al ong separate paths. MPRTP al so
selects interfaces to send and receive data. Furthernore, it
manages the port and | P address pair bindings for each interface.

o Packet Scheduling: the layer splits a single RTP flow into
mul ti pl e subfl ows and sends them across nmultiple interfaces
(paths). The splitting MAY BE done using different path
characteristics.
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0 Subflow reconbi nation: the |ayer creates the original stream by
reconbi ni ng the i ndependent subflows. Therefore, the nultipath
subfl ows appear as a single RTP streamto applications.

4.1. Relationship of MPRTP and Session Signaling

Session signaling (e.g., SIP[11], RTSP [12]) SHOULD be done over
fail over-capable or multipath-capable transport for e.g., SCIP [7] or
MPTCP [8] instead of TCP or UDP

5. Exanpl e Media Fl ow Di agr anms

There may be many conpl ex technical scenarios for MPRTP, however,
this meno only considers the followi ng two scenarios: 1) an
unidirectional nedia flow that represents the stream ng use case, and
2) a bidirectional nedia flow that represents a conversational use
case.

5.1. Stream ng Use Case
In the unidirectional scenario, the receiver (client) initiates a

mul ti medi a session with the sender (server). The receiver or the
sender may have multiple interfaces and both the endpoints are MPRTP-

capable. Figure 3 shows this scenario. 1In this case, host A has
multiple interfaces. Host B performs connectivity checks on host A's
multiple interfaces. |If the interfaces are reachable, then host B

streans multinedia data along nultiple paths to host A. Furthernore,
host B splits the nultinedia streaminto two subfl ows based on the
i ndividually measured path characteristics.

Alternatively, to reduce nmedia startup time, host B may start
streaming multimedia data to host A's initiating interface and then
perform connectivity checks for the other interfaces. This nmethod of
updating a single path session to a nultipath session is called
"mul ti path sessi on upgrade".
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R L R L L P >| connection for the
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Note: there maybe nore scenari os.
Figure 3: Unidirectional nedia flow
5.2. Conversational Use Case

In the bidirectional scenario, nultinedia data flows in both
directions. The two hosts exchange their lists of interfaces with
each other and perform connectivity checks. Communication begins
after each host finds suitable address, port pairs. Al interfaces
that receive data send back RTCP receiver statistics for each path.
The peers balance their own multinedia streamover nultiple |inks
based on the reception statistics fromits peer and its own vol une of
traffic. Figure 4 describes an exanple of a bidirectional flow.

connection for

|
I
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I I I I (e.g., with ICE)
| (RTP data Bl<->Al, B2<->A2) | |
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Note: the address pairs may have ot her pernutations,
and t hey maybe symmetric or asymmetric conbinations.

Figure 4: Bidirectional flow
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5.3. Challenges with Miltipath Interface Di scovery

For some applications, where the user expects inmmedi ate pl ayback
e.g., High Definition Media Stream ng or IPTV, it may not be possible
to perform connectivity checks within the given tine bound. In these
cases, connectivity checks MAY need to be done ahead of tine.

[Editor: ICE or any other systemwould need to aware of the peer’s
i nterfaces ahead of tine].

6. MPRTP Functional Bl ocks

Thi s section describes sone of the functional blocks needed for
MPRTP. We then investigate each bl ock and consi der avail able
mechani sns in the next section

1. Session Setup: Multipath session setup is an upgrade or add-on to
a typical RTP session. Interfaces nay appear or di sappear at
anytime during the session. To preserve backward conpatibility
with | egacy applications, a nmultipath session MIJST | ook like a
bundl e of individual RTP sessions.

2. Expanding RTP: For a multipath session, each subflow MJST | ook
i ke an i ndependent RTP flow, so that individual RTCPs can be
generated per subflow Furthernmore, MPRTP splits the single
mul timedia streaminto nultiple subflows based on path
characteristics and dynamically adjusts the |load on each link

3. Adding Interfaces: Interfaces on the host need to be regularly
di scovered and signaled. This can be done at the session setup
and/ or during the session. Wen discovering and receiving new
interfaces, the MPRTP | ayer needs to sel ect address and port
pairs.

4. Expandi ng RTCP: MPRTP MJUST reconbi ne RTCP reports from each path
to re-create a single RTCP nessage to maintain backward
compatibility with | egacy applications.

5. Miintenance and Failure Handling: In a nulti-honed endpoint
interfaces nmay appear and di sappear. |f this happens at the
sender, it has to re-adjust the load on the available Iinks. On
the other hand, if this occurs on the receiver, then the
mul timedia data transmitted by the sender to those interfaces is
lost. This data may be re-transmitted along a different path
i.e., toadifferent interface on the receiver. Furthernore, the
receiver has to explicitly signal the disappearance of an
interface, or the sender has to detect it. Wat happens if the

Si ngh, et al. Expires April 28, 2011 [ Page 10]



Internet-Draft Mul ti path RTP Cct ober 2010

interface that setup the session di sappears? does the contro
channel also failover? re-start the session?

6. Teardown: The MPRTP | ayer rel eases the occupied ports on the
i nterfaces.

7. Avail able Mechani sms Wthin the Functi onal Bl ocks

This section discusses sone of the possible alternatives for each
functional block nmentioned in the previous section

7.1. Session Setup

MPRTP session can be set up in many possible ways e.g., during
handshake, or upgraded m d-session. The capability exchange may be
done using out-of-band signaling (e.g., SDP[13] in SIP[11], RTSP
[12]) or in-band signaling (e.g., RTP/RTCP header extension).
Furthermore, 1 CE [3] may be used for discovering and performng
connectivity checks during session setup

7.2. Expanding RTP

RTCP [1] is generated per media session. However, with MPRTP, the
medi a sender spreads the RTP | oad across several interfaces. The
medi a sender SHOULD nake the path selection, |oad bal ancing and fault
tol erance deci sions based on the characteristics of each path.
Therefore, apart fromnormal RTP sequence nunbers defined in [1], the
MPRTP sender SHOULD add subfl ow specific sequence nunbers and RTP
tinmestanps to help calculate fractional |osses, jitter, RTT, playout
time, etc., for each path. An exanple RTP header extension for MPRTP
is shown in Section 8.5).

7.3. Adding New Interfaces

When interfaces appear and di sappear nid-session, |ICE [3] nay be used
for discovering interfaces and perform ng connectivity checks.
However, MPRTP may require a capability re-negotiation (using SDP) to
include all these newinterfaces. This nmethod is referred to as out-
of -band nul ti path adverti senent.

Al ternatively, when new interfaces appear the interface

adverti senents may be done in-band using RTP/ RTCP extensions. The
peers perform connectivity checks (see Figure 5 for nore details).
If the connectivity packets are received by the peers, then
mul ti medi a data can fl ow between the new address, port pairs.
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7.4. Expandi ng RTCP

Multiple subflows in MPRTP affect RTCP bandw dth and RTCP reporting
interval calculations. RTCP report scheduling for each subfl ow may
cause a problem for RTCP reconbi ned and reconstruction in cases when
1) RTCP for a subflowis lost, and 2) RTCP for a subflow arrives

sl ower than other subflows. (There maybe other cases as well.)

The subflow RTCP RR reports at the sender hel p bal ance the | oad al ong
each path. However, this docunent doesn’t cover algorithns for
congestion control or |oad bal anci ng.

7.5. Checking and Failure Handling

[Editor:1f the original interface that setup the session di sappears
then does the session signaling failover to another interface? Can
we recommend that SIP/RTSP be run over MPTCP, SCTP].

8. MPRTP Pr ot oco

To provide a nore concrete basis for discussion, in this section we
illustrate a solution. To enable a quick start to a nultinedia
session, we presunme that a nultipath session SHOULD be upgraded from
a single path session. Therefore, no explicit changes are needed in
mul ti medi a session setup and the session can be setup as before.

8.1. MPRTP Session Establishnent
Initially, the session is set up as a standard single path nmultinmedia
session. The bullet points below explain the different steps shown
in Figure 5.

(1) The first two interactions between the hosts describes the
standard session setup. This nay be SIP or RTSP.

(2) Following the setup, like in a conventional RTP scenario, host
B using interface Bl starts to streamdata to host A at interface
Al.

(3) Host B is an MPRTP-capabl e nedi a sender and becones aware of
anot her interface B2.

(4) Host B advertises the nmultiple interface addresses using an
RTP header extensions.

(5) Host A is an MPRTP-capabl e nedi a receiver and becones aware of
another interface A2. It advertises the nmultiple interface
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addresses using an RTCP RR extensi on.

Side note, if the MPRTP-capabl e hosts have no additiona
interfaces, then the hosts SHOULD still advertise a single
i nterface.

(6) Each hosts receives information about the additiona
interfaces and perform connectivity tests (not shown in figure)
and if the paths are reachable then the hosts start to streamthe
mul ti medi a content using the additional paths.

Host A Host B

Address Al Address A2 Address Bl Addr ess B2
I I I I
I I (1) I I
[=mmmmmm e >| I
[ <-mmmmmmm e I I
I I (2) I I
| < I I
| < I (3) I
I I (4) I I
| < I I
| < I I
| < I I
I (5) I I
[- - - - - - - - - - - - - - - - ----3 I
| < I (6) I
| < I I
I | < I
| < I I
I | < I

Key:

| Interface

---> Signaling Protocol
<=== RTP Packets
- -> RTCP Packet
Figure 5: MPRTP New Interface
8.1.1. Subflow or Interface Adverti senent
MPRTP- capabl e nedi a senders SHOULD use the RTP header extension

defined in Figure 7 to advertise their interfaces. Each unique
address is encapsulated in a Interface Adverti senent bl ock and
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contains the | P address, RTP port, and RTCP port addresses. The
Interface Advertisement bl ocks are ordered based on decreasing
priority |level

On receiving the MPRTP Interface Advertisenent, the receiver wll
either ignore the RTP header extension if it is not MPRTP capable or
MUST respond with its own set of interfaces in decreasing order of
priority. |f the sender and receiver are MPRTP-capable but have only
one interface, then they MJIST respond with the default interface
address, RTP and RTCP port addresses. |f the sender receives an RTCP
report without the MPRTP RTCP bl ock after advertising its interfaces,
then the sender MJUST presume that the receiver is not MPRTP capabl e.
Figure 9 illustrates an RTCP format for MPRTP Interface

Adverti senent.

8.1.2. Path selection

After MPRTP support has been di scovered and interface advertisenents
have been exchanged, the sender MJST initiate connectivity checks to
determ ne which interface pairs offer valid paths between the sender
and the receiver. To initiate a connectivity check, the sender sends
an RTP packet with MPRTP extension header with MPR Type = 0x02 and no
RTP payl oad. The receiver replies with an MPRTP RTCP packet with
type MPRR Type = 0x02. After the sender receives the reply, the path
is considered a valid candidate for subfl ow establishment.

The sender MAY choose to do any nunber of connectivity checks for any
interface pairs at any point in a session

8.1.3. Opening subflows

The sender nmay open any nunber of subflows after performng
connectivity checks. MPRTP MJST associate a Flow I D to each subfl ow
To open a new subflow, the sender sinply starts sending the RTP
packets with an MPRTP extension shown in Figure 6. The MPRTP
extension carries a mappi ng of a subflow packet to the aggregate
flow. Nanely, sequence nunbers and tinmestanps associated to the
subf | ow.

8.2. Packet Transm ssion

The MPRTP | ayer SHOULD associ ate an RTP packet to a subfl ow based on
a scheduling strategy. The scheduling strategy may either choose to
augrment the paths to create higher throughput or use the alternate
pat hs for enhancing resilience or error-repair. Due to the changing
path characteristics, an MPRTP sender m ght change its scheduling
strategy during an ongoi ng session. The MPRTP sender MJST al so
popul ate the flow specific fields described in the MPRTP extension
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header (see Section 8.5.1).
8.3. Playout Considerations at the Receiver

A nedi a receiver, irrespective of MPRTP support or not, should be
able to playback the nmedia stream because the received RTP packets
are conpliant to [1], i.e., a non-MPRTP receiver will ignore the
MPRTP header and still be able to playback the RTP packets. However,
the variation of jitter and | oss per path may affect proper playout.
The receiver can conpensate for the jitter by nodifying the playout
del ay (adaptive playout) of the received RTP packets.

8.4. Flow specific RTCP Statistics and RTCP Aggregation
The aggregate RTCP report may not provide sufficient per path

informati on to an MPRTP schedul er. Specifically, the schedul er

shoul d be aware of each path’'s RTT, which an aggregate RTCP cannot
provi de.

[Editor: 1) Should the RTCP RRs sent per path carry a) the aggregate
and the path’s RR or b) the aggregate and RR of each path.

2) Should the per path RTCP Interval be dependent on the overal
session bitrate or per path interval receiver rate?]

8. 5. Packet For mat

In this sub-section we define the protocol structures described in
the previous sections.

8.5.1. MPRTP RTP Header Extension
The MPRTP header extension is used 1) to pack single stream RTP data
into nmultiple subflows, 2) to advertise the nultiple interface
addresses for a nedia sender, and 3) perform connectivity check on
the new interfaces.

MPRTP RTP header extension for a subflow
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Si ngh,
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RTP payl oad

-+-+-+-+-+-+-+-+-+-+-+-+-+-+-.+;.+;+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-
Figure 6: MPRTP header for subflow

RTP H-Ext ID and length: 8-bits each
It conforms to the 2-byte RTP header extension defined in [4].
RTP H Ext =TBD
The 8-bit length field is the I ength of extension data in bytes
not including the RTP H-Ext ID and length fields. The value
zero indicates there is no data foll ow ng.

MPR _Type: 16-bits

The MPR Type field corresponds to the type of RTP packet.
Narel y:

0x00: Subfl ow RTP Header
0x01: Interface Adverti senent
0x02: Connectivity Check

Flow ID: ldentifier of the subflow Every RTP packet belonging to
the sane subflow carries the same unique flow identifier.

Fl ow specific Sequence No.: Sequence of the packet in the subflow
Each subflow has its own strictly nonotonically increasing
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sequence nunber space.
MPRTP RTP header extension for Interface Advertisenents:

0 1 2 3

01234567890123456789012345678901
i T T e i ol e o S S e T mik e o T S e S e et
RTP H Ext ID | I ength | MPR_Type=0x01 |
B T i S S I el s S P S S S S S S N e S
Interface #1 Advertisenment bl ock [
R T S i e s s i e e e S e e
Interface #2 Advertisenent bl ock |
T T e s ol i o S S e T ik e o R S e S et
Interface #... Advertisenent bl ock |
B T i S S I el s S P S S S S S S N e S
Interface #n Advertisenment bl ock [
=4=+=4+=4+=4+=+=4+=4+=4+=+=4+=4+=4+=+=4+=+=4+=+=4+=+=4+=+=4+=+=4+=+=4+=+=4+=4+=4+=+
RTP Payl oad |

I

T I S T 2 S S T e N T o i S S S S

+

+— +— +— +— +— +— +

Figure 7: Media Sender’s Interface Advertisenent (RTP header
ext ensi on)

Interface Adverti senent bl ock: variable size
Defined |later in the section.
8.5.2. Interface Address Advertisenent bl ock

This block describes a nmethod to represent |Pv4, |Pv6 and generic
DNS-type addresses in a block format. It is based on the sub-
reporting block in RFC 5760 [5].

0 1 2 3

01234567890123456789012345678901
i T e o o s T e e et e ok o Sl e
| Type={0,1,2} | Length | RTP Port |
B i S S T s i S T st i S S S S S S S S i
[ RTCP Port [ Addr ess [
R i ks Sk i N SR R S +

T S S i o S S e i w S S T S S S &

Figure 8: Interface Address Advertisenent bl ock during path discovery
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Type: 8 bits
The Type corresponds to the type of address. Nanely:
0: I Pv4 address
1. I Pv6 address
2: DNS nane
Length: 8 bits
The length of the Interface Advertisenent block in bytes.

For an | Pv4 address, this should be 9 (i.e., 5 octets for
the header and 4 octets for |Pv4 address).

For an | Pv6 address, this should be 21

For a DNS nane, the length field indicates the number of
octets making up the string plus the 5 byte header

RTP Port: 2 octets

The port nunber to which the sender sends RTP data. A port
nunber of 0 is invalid and MUST NOT be used.

RTCP Port: 2 octets

The port nunber to which receivers send feedback reports. A
port nunber of O is invalid and MJUST NOT be used.

Address: 4 octets (I1Pv4), 16 octets (I Pv6), or n octets (DNS nane)

The address to which receivers send feedback reports. For |Pv4
and | Pv6, fixed-length address fields are used. A DNS nane is
an arbitrary-length string. The string MAY contain
Internationalizing Domain Names in Applications (IDNA) domain
nanes and MJST be UTF-8 encoded [6].

8.5.3. MPRTP RTCP Header Extension
The MPRTP RTCP header extension is used 1) to provide RTCP feedback
per subfl ow to gauge the characteristics of each path, 2) to
advertise the nultiple interface addresses for a media receiver, and
3) performconnectivity check on the new interfaces.

MPRTP RTCP header extension for flow specific SR/ RR TBD
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MPRTP RTCP header extension for Interface advertisenent:

0 1 2 3

01234567890123456789012345678901

T I I S i T i T S S e It L i T S A s

V=2| P| RC | PT=MP_RR=2xx | | engt h

T e S i S e e Tk i T S S S A S S S S

SSRC of packet sender

B = = e e e e e ek =t R e RNt R N T e N

SSRC 1 (SSRC of first source)

B o T S S it T i T S S S S e S S T

MPRR_Type | | ength | RESV

T i T S i T i T S S S S il e S S

Interface #1 Advertisenent bl ock

B S T i S S e e s 2 st Sl S S S S S S S S

Interface #2 Adverti senment bl ock

R o T S T S T e T i T S S S S S S S e

Interface #... Advertisenent bl ock

T i T S T i T S S e S T e e

Interface #m Adverti senent bl ock

B = = e e e e e e = R e Nt N e e N

Si ng

Figure 9: Media Receiver’'s Interface Advertisenent. (RTCP header

Ext ensi on)
MP_RR 8 bits

Indicates that it is a RTCP Receiver Report extension for
MPRTP.

MPRR_Type: 16-bits

The MPRR_Type field corresponds to the type of MPRTP RTCP
packet. Nanely:

0x00: Subflow RTCP Statistics Aggregation
0x01l: Interface Advertisenent
0x02: Connectivity Check
I ength: 8-bits
The 8-bit length field is the length of extension data in

not including the MPRR Type and length fields. The value
i ndicates there is no data foll ow ng.
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9.

9.

10.

Interface Adverti senent bl ock: variable size

Al ready defined in Section 8.5. 2.

SDP Consi der ati ons

The packet formats specified in this docunment define extensions for
RTP and RTCP. The use of MPRTP is left to the discretion of the
sender and receiver.

A participant of a media session MAY use SDP to signal that it
supports MPRTP. Not providing this information nmay/wll make the
sender or receiver ignore the header extensions. However, MPRTP MAY
be used by either sender or receiver wthout prior signaling.

nprtp-attrib = "a=" "nmprtp" [":"
nprt p- opti onal - par anet er]
CRLF ; flag to enabl e MPRTP

The literal 'nprtp’ MJST be used to indicate support for MPRTP
General ly, senders and receivers SHOULD indicate this capability if
they support MPRTP and would like to use it in the specific nedia
session being signaled. However, it is possible for an MPRTP sender
to streamdata using nultiple paths to a non- MPRTP client.

Currently, there are no extensions defined for the literal 'nprtp
but we provide the opportunity to extend it using the nprtp-optional -
par aneter.

1. Increased Throughput

The MPRTP | ayer MAY choose to augnent paths to increase throughput.
If the desired nedia rate exceeds the current nedia rate, the peers
MUST renegotiate the application specific ("b=AS:") [14] bandw dth.
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11.

12.

13.

13.

13.

| ANA Consi derations
TBD.
Security Considerations

Al'l drafts are required to have a security considerations section.
See RFC 3552 [15] for a guide.
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