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Abst ract

The Real -tine Transport Control Protocol (RTCP) is designed to operate
along with Real -time Transport Protocol (RTP) in unicast, single-
source nulticast and any-source nulticast environments. Wth the
availability of overlay multicast and Application Layer

Mul ticast (ALM, the suitability of RTCP in such environnments need to
be anal yzed. The applicability of the existing RTCP reporting
architectures in overlay nulticast and ALM environments are

i nvestigated and the new features that may be required are di scussed
in this docunent.
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1. Introduction

RTP [2] provides transport mechani sms suitable for unicast, any-
source nulticast and single-source nulticast. RTP is used to carry
audi o and video streans together with the RTP control protocol to
provi de periodic feedback about the nedia streans received in a
specific duration. The RTCP reporting interval is defined as part of
the RTCP and depends on the nunber of participants, type of

partici pants(sender or receiver) and the operating environnment of the
session(point to point or nulticast).

The RFC3550 [2] specifies the maxi num RTCP bandwi dth to be 5% of the
media bit rate. |In point to point sessions, each participant gets a
equal share of 2.5%of the nedia bit rate to be used for RTCP. In
mul ti cast (including any-source mnulticast and source-specific

mul ticast) sessions, the senders usually share 25% of the all ocated
RTCP bandwi dth and the receivers share the remaining 75% of the RTCP
bandwi dth. The RTCP bandwi dth share nmay be nodified using RFC 3556
[5], but will generally be kept snall so as to have a snmooth nedi a
stream fl ow.

In a nulticast session, the RTCP reports are nulticast so that each
participant can receive the RTCP reports fromevery other participant
and thus obtain a "global" view of the nulticast session. This,
however, requires nulticast connectivity between all peers and thus
cannot be applied to Source-specific Miulticast (SSM [7]. Specific
RTCP extensi ons were devel oped for SSM[8] introducing a nmechani sm of
RTCP reporting where the RTCP reports are unicast to a feedback
target. This nmechanismis specifically applicable in scenarios where
many-t o-many group conmuni cation is not available or not desired or a
sender-controll ed sunmarized reporting is desired. RTCP reports are
uni cast to a feedback target specified during initialization or
inside RTCP reports. The RTCP reporting interval cal culation
specified in RTCP Extension for SSM uses the sane nmechani sns as
specified in RFC3550 [2]; the distribution source may send RTCP RS
reports to control the rate at which RTCP reports are generated by
the receivers. The aforenentioned rules for bandw dth nodifications
apply as well.

Recent interest in overlay nulticasting and ALM-- to substitute for
the |l ack of globally available native |IP any-source nulticast --
nmoti vates al so carrying RTP-based nmedia streans in such environnents.

In ALM the participating nodes forma distribution tree to forward
the data. ALMinvolves the use of different nmechanisns to construct
and maintain the distribution tree. |In overlay nmulticast, individua
mul ti cast enabl ed networks are connected by virtual unicast |inks.
Overlay nulticast involves mechanisms to construct opti mal
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i nterconnection of virtual links. An ALM can be viewed as a sub
class of overlay nulticast, if the individual nulticast enabled

net wor ks have only one participating node. So, further in this
docunent, when we refer to overlay nulticast it also includes ALM
Dependi ng on the abstraction chosen for the overlay nulticast, the
RTP/ RTCP entities using it may or nay not be aware of the hop-by-hop
forwardi ng of the packets:

If they are not, regular any-source nulticast operation of RTP and
RTCP as per RFC 3550 is a workable, yet possibly not optim
sol uti on.

If RTP entities are aware of the forwardi ng process, additional RTCP
reporting and aggregati on nmechani snms nmay be applied and the existing
RTCP reporting mechani sns need to be investigated for their
applicability in overlay nulticast

In either case, in an overlay nulticast environnent, using RTP to
transport media streans will be straightforward

In this docunment, we take a very first stab at reviewi ng the RTCP
reporting nmechani smspecified in RFC3550 [2] and the RTCP Extension
for SSMto find its applicability in the overlay multicast
environnment. W also discuss on the specific characteristics of the
overlay multicast and the type of reporting that is desired on such
environnments. This document al so conpl enents the RTP topol ogi es
overview [ 6] .

2. Term nol ogy

The key words "MJST", "MJST NOT', "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "COPTIONAL" in this
docunent are to be interpreted as described in BCP 14, RFC 2119 [1]
and indicate requirenment levels for conpliant inplenentations.

The terminol ogy defined in RTP [2], the RTP Profile for Audio and
Vi deo Conferences with Mnimal Control [3], and the RTCP Extension
for SSM[8], apply.
For the tine being, in this docunent, by overlay nulticast we refer
to a nmulticast overlay offering nedia distribution froma single
source, anal ogous to SSM

3. Overlay Milticast

In overlay multicast, the nedia streanms are nulticast over an network
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of virtual links that is constructed using nechanisns in line with
the requirenents of the application using the overlay. The
construction and mai ntenance of the overlay involves nechanisns for
boot st rappi ng the new participant to the overlay, routing, pro-
active/reactive repair, inproving scalability and recovery fromloss
of a forwarding node or a virtual link. |In this document, these
nmechani snms are further referred to as overlay operation. As the
overlay network is forned by the participating nodes, the |loss of a
partici pating node brings change in the network structure. So, there
is an inherent instability in the overlay nulticast which are
addressed by the overlay operation.

In overlay multicast, the participating nodes can use nechanisns for
providing error resilience and congestion control that can
proactively adapt or reactively repair the nmedia streans dependi ng on
the receiver netrics reported by the nodes below its hierarchy. In
this docunent, the error resilience nechani sns together wth
congestion control techniques are further referred to as nedi a
operati on.

The medi a operation depends on the metrics (reported reception
quality) reported by the participants. The overlay operation can
depend on different types of nmetrics and may al so include the nedia
quality nmetrics like round trip tinme, observed packet loss, jitter
etc. As the overlay operation depends on the application using the
overlay, there can be significant overlap with the netrics used by
medi a operation

Using RTP in overlay nulticast does not require any change to its
specification. Every participating node that receives the RTP packet
replicates the packet and sends down the distribution tree. RTCP SR
follows the sane path as RTP, so it does not bring in changes wth
its use in overlay nmulticast. 1In the case of RTCP RR it reports the
receiver’'s perceived nedia quality and it carries significant data
based on which the algorithms of nedia and/or overlay operation can
oper at e.

The multicast overlay maintenance nechani sns nay operate entirely

i ndependent of RTCP reporting, they may choose to | everage parts of
the RTCP reporting, or they may rely entirely on RTCP. 1In this
docunent, we are concerned about the operation of RTCP reporting in
such an environment and we do not take (at this point) any position
on the way the overlay operates.

4. Cassifying feedback reporting nmechani sm

Any feedback reporting mechanismin a session with n participants can
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be classified into one of the follow ng categories.

o (i) 1to 1 reporting

o (ii) 1to n reporting

o (iii) 1to mreporting (m< n, every node reports to m nodes)

An exanple of "1 to 1' reporting is RTCP in SSMwi th unicast feedback
target (and, of course, in case of point-to-point sessions). An
exanple of "1 to n' reporting is RTCP in nulticast node as specified

in RFC 3550. |In further sections, we shall be referring to these
mechani sms whi l e di scussing the applicability of a RTCP reporting
nodel .

5. Cassifying overlay multicast topol ogies and nedial/overlay
operations

The effectiveness of a chosen RTCP reporting nodel, directly depends
on the type of overlay nulticast topol ogy, type of the nedialoverlay
operation and the nunber of participants in the session. Therefore,
when considering the applicability of a RTCP reporting nodel, they
need to be eval uated agai nst the every possi bl e combinations of
overlay multicast topol ogy, media and overlay operation

The overlay nulticast topol ogies can be broadly classified into two

cat egori es.

o (i) Overlay multicast, with no or very mninmal overlay
operations(virtual links are statically configured)

o (ii) Overlay multicast, that relies on overlay operations to
dynanmically configure distribution tree.

The overlay and medi a operations can be classified into two

cat egori es.

0 (i) Centralized: A single entity decides on the type of nedial
overl ay operations.

o (ii) Distributed: At any instant nore than one entity is
attenpting to perform nedia/overlay operation

6. RTP Entities in an overlay nulticast network
The below figure represents a sanple overlay nmulticast network. In

this section, we see how the RTP entities can be used to describe a
overlay multicast network
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o(0) -Media source
/ \

/ \
_________ o(OWN1) o(OWN2) OW -> Overlay Milticast Node
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| mul ticast| || I\
[ network | || / \
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_____ N \
/ \ \___ Oow\s
__0o(OMN3) \ (OVMWA)____
| 1P | \o IP |
| mul ticast| | mul ticast|
| network | | network |

Figure 1: A sanple overlay nulticast topol ogy

Descri bing an Overlay Milticast Node (OWN) using RTP entities: Each
OWN can be considered as a conbination of a RTP nedia handler and a
RTP translator. The purpose of the translator is to replicate and
forward the streans to different network destinations and to handl e
RTCP reports. The nedia handl er receives RTP streans, processes
recei ved RTCP reports and generates RTCP receiver reports.

Rol e of RTP Translator in forwarding RTP streams: The RTP transl ator
in each OW forwards the received RTP packets(fromits parent node)
to all virtual links it is connected with. For exanple, RTP
translator in OWL forwards RTP packets to its RTP nmedi a handl er
OW3, OVMM and the IP nulticast network it is connected wth.

Rol e of RTP Translator in handling RTCP reports: Wen there is no
change to the nedia encoding, the RTP transl ator uses the straight
case of Replicate and Forward nechani sm

Replicate and Forward: The RTP translator replicates and forwards the
RTCP RR received fromone virtual link to all other virtual Iinks.

Bel ow, we explain using OWN1 as exanple. The RTP translator in OWN1L
receives RTCP RR from

o the nmedia handler(which is within the sane node)

o the native nulticast network

o OW3

o Owvd4

o parent OW (which is forwarding the RTCP RRs received fromthe
other virtual links, it is connected wth)

To explain the RTCP forwarding rules, we take an sanple event where
the translator in OW. receives a RTCP RR from I P nulticast network
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The event response shall be that, it is forwarded to the nedia
handl er(within OWL1), OWN3, OMM and to the parent node(in the case

of OWN1, it is media source). In this way, all participating nodes
in the session shall receive RTCP RR fromall other participating
nodes.

In the overlay multicast scenario, the RTP translator in an OW can
be extended to do other operations, such as, filtering and
aggregating RTCP reports, etc. But to realize it, the scope and
definitions of an RTP transl ator needs to be anal yzed. (TBD)

7. Applicability of RTCP reporting as defined in RFC 3550

If this reporting nechanismis to be used in an overlay multicast,
then the RTP translator in each node replicates and forwards the RTCP
reports on all (virtual) links except the incomng (virtual) Iink.

It is aformof "1 ton reporting, where all participants get a copy
of the RTCP report sent by every other participant. Now, |let us |ook
at the effectiveness of this reporting nodel in the overlay multicast
envi ronnent .

Wth the increase in nunber of receivers, the RTCP reporting interva
i ncreases. The larger the reporting interval, fewer the options
avai l abl e for nedia operation. For exanple, with 'x’ nunber of
participants, it can be possible to do retransm ssion based on an
RTCP report indicating a | ost packet. But with the increasing nunber
of participants (say n*x), the interval gets bigger by n tines

| eading to fewer options of error repair nechanisns. In IP

nmul ticast, the error resilience mechanisnms |ike adaptive FEC
retransm ssion can be perforned only by the source or one designated
partici pant/observer. But in the case of overlay multicast, there
are nore options available to deploy these nechanisns at intermediary
nodes whi ch becone an inherent part of the forwarding tree.

Furt hernore, the inportance of overlay operation increases with

i ncreasing nunber of participants: the larger the nunmber of nodes,
the greater the inportance of overlay operation in maintaining
stability i.e., the inportance of the reports that influence the
quality of the overlay operation grows.

The proportional relationship of nunber of nodes with the RTCP
reporting interval was designed to linmt the bandw dth consuned by
the RTCP and provide scalability so as to evolve as a nulticast
session with many nunber of participants. But in the overlay

mul ticast scenario, with the reduci ng nunber of reports per tine unit
the quality of the overlay is reduced due to reduced effectiveness of
medi a and overl ay operation.
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In contrast to any-source nulticast, however, the RTCP reports sent
by a particular node are not automatically received by all other
nodes. Instead, the RTCP reports travel along the virtual I|inks
fornmed between participating nodes. This may be used to limt their
spread and may all ow for mechani sns i nproving overall efficiency of
RTCP reporting. Thus, while the total nunber of participants in an
RTP session linmts the RTCP bandwi dth consunption within 5% of the
medi a session, this limt may not need to be applied the tota
consunption across the entire overlay nulticast, but be maintained in
| ocal regions only.

8. Applicability of RTCP with unicast feedback target

If RTCP/ SSM reporting nmechanismis to be used in an overl ay

mul ticast, then the RTCP RR reports are unicast to a designated node
that is either within or outside the overlay nulticast. It is a form
of "1 to 1" reporting and here we discuss on its applicability in the
overlay multicast.

RTCP/ SSM defines the use of a single distribution source in
conjunction with one or nore feedback targets. |If nultiple feedback
targets are to be used, their respective setup and coordination is
out side the scope of the RTCP/ SSM specification. Conceptually,
however, the RTCP/ SSM nmechani sns support the idea of hierarchica
report aggregation and forwardi ng, even though the RTP nmedia as well
as the RTCP sender reporting distribution paths are supposed to use
SSM nul ticasting at the IP layer. This notion of RTCP aggregation
woul d need to becone nore explicit, but could provide a first basis
for realizing overlay multicast.

Overlay multicast al so provides explicit support for using
intermediary (participating nodes in the distribution tree) media
error resilience nechanisns. Stepwi se RTCP aggregati on would al so
make the necessary feedback information available to the individua
i ntermedi ate nodes and coul d thus provide the hook for invoking
repair nechani sns.

The (kind of) centralized reporting and centralized deci sion nmaking
in RTCP/ SSM woul d need to be expanded to allow for nore flexible
medi a and/ or overlay operation and, in particular, wuld need to
cover the assignnment and nai ntenance of feedback targets as regul ar
part of the overlay operation.

An interesting issue is whether this source-specific type of

operation could be expanded | ater towards nulti-source operation in
order to support any-source mnulticast overlays as well. Wile RTCP/
SSM seens to be a promising starting point, this latter step is |eft
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for further study.

Desirable features of RTCP in overlay mnulticast

The following list is an initial set of desirable functions for
medi a/ over| ay operation:

9.
o]
o]
o]
o]
10.

Need for a mechani sm of RTCP reporting, where the reporting
interval is decoupled fromthe nunber of participants in the nedia
session. But still the original reason behind this |inkage
(limting the RTCP bandw dth consunption) can be naintai ned

t hrough ot her suitable nmechanisns. In essence, fine-granular RTCP
reporting could be confined to subgroups while the gl oba

bandwidth Iimtation is still maintained.

Overlay multicast brings in the option to use nedia operation at

i nternmedi ate nodes. Wth nore frequent reporting, their

ef fectiveness increases. So, to increase the reporting frequency
and at the same tine lint the bandw dth consunption, a RTCP RR
reporting nmechani smthat provides the feature of "1 to mi(n >m n
- nunber of participants in the session) reporting is needed. By
choosing a small m the RTCP RR reporting frequency can be
increased as it is directed only to a small subset of
participating nodes. Such subset reporting could be carried out
at a single hierarchy |level inside an overlay nulticast or across
mul tiple such |evels.

Medi a operation should be able to | everage the additionally

avail able reporting information to optimnm ze performance (for error
control, possibly congestion control, etc.)

Overl ay operation can be either centralized or distributed. For
exanpl e, the decisions related to overlay operations can be nade
only by a single node for the whole network or can be distributed
to many groups, wi th each groups maki ng the deci sions dependi ng on
the collected nmetrics. In the later formof overlay operation

the availability of "1 to mi reporting provides tinely and nore
precise information for the algorithns used in the overlay
operation. As each group can act independent fromthe other
groups, there may not be a need for reporting across the groups
but there may be a need for a higher reporting frequency within

t he group.

An exanpl e expl ai ni ng the issues

We take the bel ow exanpl e for explaining the desired form of RTCP
reporting in overlay mnulticast.
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11.

o(0) -Media source
/ \

/ \
/ \
o(1) o(2)
I\ I\
I\ I\

O O O O O O

(3)(5)(7) (4)(6)(8)
Figure 2: A sanple overlay nulticast topol ogy

In the above figure, the nodes {1, 3, 5 and 7} and {2, 4, 6 and 8}
are considered as a group with node 1 and 2 acting as their
respective group | eaders. The overlay operation invol ves changi ng
the group | eader based on the netrics reported by the participating
nodes.

In the above exanple, the nodes {1, 3, 5 and 7} are nore interested
in RTCP reports fromthe nodes within their group rather than in the
RTCP reports from{2 or 4 or 6 or 8. |If the RTCP reporting interva
i s supposed to be proportional to the nunber of participants in the
session, then the individual groups see reduced reporting due to the
increase in the nunber of participants. This reduces the

ef fectiveness of both nedia and overlay operation

The paper "Construction of an Efficient Overlay Milticast
Infrastructure for Real-tine Applications" is an overlay nulticast
solution, that dynami cally re-arranges the distribution tree based on
the metrics reported(or neasured with) 'm ot her nodes.

(http://ww. i eee-infocom org/ 2003/ papers/ 37_03. PDF)

End- poi nt Reporting

For a Distribution Source (DS), RFC5760 [8] defines a feedback
reflection nechani smand a feedback summary mechanism (RSI). In the
case of overlay networks, each node forwards RTP packets and
therefore, also generates and receives RTCP packets. Therefore, each
node SHOULD al so perform feedback reflection or sunmari zation
However, unlike the RFC5760 [8], where the DS transnits the resulting
f eedback over the multicast RTCP channel, the intermediate node in an
overlay networks needs to transnit the feedback packets both upstream
and downstream In the section, feedback information refers to

Recei ver Reports or RSI, as the case may be. In a given setup the
feedback information between internediate nodes and distribution
source MJST be consistent and the | eaf nodes MJUST al ways send RRs.
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12.

13.

14.

15.

In this section, we describe the behavior of an internedi ate node.

0

Local Information: is the node’'s receiver report. Typically, this
information will be used to create summary reports (RSI) or
conmpounded with other reports (in case of feedback reflection).
The local information is always sent upstreamto its parent node.
Source Information: Feedback information received froman upstream
node is sent downstream The node MJUST add or sunmmarize its |oca
i nformati on before transmitting it downstream

Sub-tree Information: Feedback information received fromthe child
nodes is summari zed or reflected in both upstream and downstream
directions. The node need not add or summarize its |oca

i nformati on before transnmitting the sub-tree information.

Hop- by- hop RTCP reporting

TBD.

Security Considerations

TBD.

| ANA Consi der ati ons

There are no specific I ANA action necessary for this docunent.
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