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Chapter 1

Introduction

1.1 Needs for traffic measurements

Traffic measurements are performed for a variety of reasons. These include traffic
and network characterisation, network monitoring and network control. The last
two are closely related to each other and differ by time scales on which they
operate.

1.1.1 Traffic characterisation

One of basic building blocks for network analysis is the knowledge of workload or
traffic volume demanded by network users. It should not be assumed, however,
that the traffic volume is a fixed quantity. There are multiple factors that either
increase or decrease the capacity demand. A well functioning network attracts
more users and new ways to utilise the network thus increasing traffic demand,
while an inappropriate pricing or an unreliable network could reduce demand,
especially if there are alternative ways to communicate. A high rate of failed
connections or discarded packets may result in an increase of traffic demand.

Traffic characterisation has been utilised in the telephone network since the begin-
ning of the 20th century, when Erlang established foundation for modern traffic
theory [Kiv94]. In the early years, traffic data was collected by hand while col-
lecting information for charging. In the 1920s, traffic was estimated by sampling
subscriber and trunk lines randomly and traffic was estimated based on this. The
quality of connection and blocking rate was also recorded. In the 1950s and 1960s
automatic sample based measurement devices were developed [Rah01].

1



1.1. NEEDS FOR TRAFFIC MEASUREMENTS

For a network operator, proper network dimensioning is an essential task. Too
much capacity generates unnecessary expenses, too little causes customer dissat-
isfaction. A statistical analysis for traffic pattern identification and in particular
locating peak patterns with their variations enables one to find daily, weekly, and
seasonal variations.

Traffic distribution is a second factor that has an impact on network dimensioning
and network topology. Capacity has to be in a right location to carry offered
traffic. Traffic distribution as well as traffic volume may vary by time: during
work hours there is much traffic demand for business-to-business communications
while at night there is more leisure-related traffic.

Source characterisation is mainly related to network research activities. The ob-
jective is to find appropriate models for analytical and simulation studies. This
is further discussed in Section 2.3.3.1. A related area is network characterisa-
tion. The communication networks are complex and constantly changing systems.
There are both practical and political reasons, such as trade secrets, why opera-
tors do not provide information about their networks. Methods that are developed
to characterise networks are reviewed in Section 2.2.4.3.

Introducing QoS methods to the Internet [BCS94, BBC+98] brings yet another di-
mension to traffic volume estimation: there will be different mix of service classes
at different times and in different locations. Each service class may receive differ-
ent treatment and a different route in the network.

1.1.2 Network monitoring

Network monitoring is an essential part of network operation and maintenance.
While monitoring may utilise same tools and data as traffic characterisation, its
objectives are shorter term. Network state identification and fault detection are
the two most important objectives. Other objectives include quality monitoring,
intrusion detection, policy evaluation, and agreement verification. These are ex-
plicated in detail in Section 2.2.5.

1.1.3 Traffic control

Measurements can be used in real-time traffic control by optimising network rout-
ing and path selection according to traffic load in different links. It is also possible
to use real-time measurement data to support measurement-based admission con-
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1.2. TERMINOLOGY

trol. These mechanisms are outside the scope of this work.

1.2 Terminology

There are some terms that may have a different meaning in different contexts
and when discussing different technologies. Following are definitions used in this
work.

Throughput is the maximum sustainable rate at which a network or network
element can deliver information considering present network conditions and
QoS objectives.

Goodput is the maximum sustainable rate at that an application can transmit
useful information under present network conditions. Unnecessary retrans-
missions and data which arrive late are not included in this figure. This is
also referred to as application throughput.

Traffic volume is the amount of data delivered to the network to be transmitted
to the destination.

Bandwidth is the amount of data delivered by a network at the location of the
measurement. Note that this may differ from the goodput as it includes also
“useless” data for an application, such as unnecessary retransmissions.

1.3 Measurement classification

Each measurement has two factors that define the measurement population: lo-
cation and granularity. The location defines which part of a network is measured
and what traffic is included in the measurements. How the location is selected
has a significant effect on the usefulness of the measurement. The measurement
location should be representative for traffic or network to be measured. For exam-
ple, if the network end-to-end performance is to be measured, the measurement
system should be located at a “typical” part of an access network, not at the
edge of the core network. Similarly, if one is interested about the core network
performance, measurement locations should be at the edge of core network, not
in access networks.

If measurement data are collected by the network elements themselves, some
care should be taken considering the load caused to the operational network

3



1.3. MEASUREMENT CLASSIFICATION

elements. Extensive statistics collection may result in performance degradation.
The network elements are optimised for data delivery. Secondary functions such
as measurements and diagnostic replies1 operate at lower priority compared to
data forwarding functions. In the event of high load, reply requests are ignored or
delayed which may skew results. External measurement equipment does not have
these disadvantages – except for using network capacity to transfer measurement
data – but they introduce additional cost.

1.3.1 Time scales of measurements

Network measurements can be performed continuously or sample-based. Some
measurements, such as counting bits and packets, can be performed continuously
even on high link speeds. Measurements that require maintaining the state of
individual flows or their payloads, like HTTP transaction analysis [Fel98], may not
be worth the resources needed for continuous measurements in the core network.

Some measurements are sample-based by nature, for example testing packet loss
and delay by sending test traffic [AKZ99a, AKZ99b]. Another group of measure-
ments does have utility only as continuous measurements: such measurements
include identifying busy period or maximum network load.

1.3.2 Flow-based measurements

Certain measurements in a telephone network are carried out on the call level
using call detail records (CDR). For each call the system records

• start time (ST on Figure 1.1),

• duration (CT)2,

• caller number (A subscriber, AS),

• callee number (B subscriber, BS), and

• reason for tear down (CC).
1Such as sending ICMP messages.
2There are several start times and durations recorded for different phases of telephone call

4



1.3. MEASUREMENT CLASSIFICATION

EXCHANGE = 039082 NAME = TST DATE = 2000-08-18 11:18:53.35

NGC: - CRI: -
SE: - SS: 0000
AS: 9055003 BS: 50100

FSU: - FAN: -
CFC: -
ST: 2000-08-18 10:31:52.74 ET: 2000-08-18 10:32:06.74 CH: 0000
CT: 0 CP: 0 RP: 0 AT: 01 AC: 00 AF: 0000

AFC: - - - - BFL: - BFC: - - - -
AFT: - LBS: - BFT: -
CC: 00000000 DT: 00200001 CI: 103102F4 TI: 00 BE: 10 TS: 0000
UC: 00000000 UT: 00000000 PB:
TB: - US: - AU: -

Figure 1.1: An example of call record (“ticket”).

These data “tickets”3 can be readily downloaded from modern computer controlled
telephone exchange and are used for ticket-based customer charging. An example
of telephone exchange call record is shown in Figure 1.1, which includes only
some of possible timestamps [Nok]. The CDRs can be collected only for every
chargeable call (toll-ticket), for every call (all-ticket) or by sampling basis for
traffic measurement purposes [E.497]. In the ITU-T E-series, there are several
recommendations for various service quality factors that can be calculated based
on data in “tickets” [E.497, E.496]. One of the interesting factors is call setup time
[E.492].

In IP traffic the equivalent is flow-based measurements. Packets are grouped into
flows by their source and destination IP addresses, protocol and source and des-
tination port numbers4. For each flow a set of details is collected. These include
the starting timestamp of flow, flow duration, packet count, byte count, etc.

As there are a huge number of flows in the Internet – one web page retrieval
may result to several TCP flows – flow measurements produce a lot of data.
Maintaining state information of concurrent flows in the core network may be a
difficult problem [Wan01]. Flow measurements are deployed in access networks
mainly. Number of concurrent flows is limited and flow data volume is not too
large. Flow data can be used for accounting purposes.

3The name “ticket” originates from time of manual telephone exchanges. The switchboard
operator kept record about each call. The record was called a “ticket”.

4If the protocol in question has those. The UDP and TCP protocols presently contributing
most of the traffic in the Internet, do have port numbers.
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One can use also more coarse-grained criteria for a flow, thus reducing the total
number of flows. See Section 5.1.1 for different possible flow granularity. If some
routing-related information such as MPLS paths is used as definition for a flow,
a network equipment may have statistics collection readily available.

1.3.3 Network element based measurements

A network consists of network nodes; each node consists of one or more network
interfaces, which are connected via links to other interfaces in other nodes. Net-
work nodes maintain counters for each interface for sent and received data. These
counters include number of packets, byte count, and number of packets discarded
or with error. Node-wide counters for forwarded packets are available. This data
can be retrieved for example by SNMP with a relatively low overhead.

This measurement is monitoring, i.e. passive and local. It does not give an overall
view of the network status or direct indication of the end-to-end performance.
However, by combining statistics from multiple network elements, a better view
can be achieved.

1.3.4 Node to node measurements

Performance monitoring is probably the most popular application of node-to-
node measurements. A typical use of active measurement is to send test traffic,
e.g. such as specified in the IPPM framework [PAMM98]. Measurements can be
carried between end systems to measure end-to-end performance or between some
intermediate systems to monitor some part of the network.

Traffic used for measurement can be either real application traffic or test traffic.
As noted above, ICMP messages may have a different treatment in both end
systems and in routers. This may result in a view that is either too optimistic
– in case the system is over-loaded but can still provide in-kernel responses to
ICMP messages – or too pessimistic – in case ICMP processing is delayed because
of high load.
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1.4 What is measured

There are multiple quantities to be measured from the network. Depending on
whether one is interested in offered traffic, network performance, network charac-
teristics, traffic characteristics, node performance, or other type of measurement,
a different set of measurement entities is selected.

1.4.1 Quantitative measures

Traffic volume is one of the most interesting measurement entities. Offered traffic
dictates how a network should be dimensioned. Traffic volume can be charac-
terised by the mean volume and the variance of the volume or peak period volume.
Unit can be bits, bytes, or packets, depending on the network and equipment.
Total volume can be further divided by flow (or macro flow, see Section 5.1.1),
traffic type, service class, or network element where it is measured.

Measured traffic volume should be analysed in a cautious manner. The measured
traffic volume may differ from the offered traffic because of congestion or net-
work failures. User or application behaviour may change because of unsuccessful
attempts; whether this leads to recalls or abandonment should be carefully ex-
plored.

The difference between the traffic volume and the network capacity is the available
bandwidth. This can be utilised for load balancing or measurement based admis-
sion control. Available bandwidth is always a link-local figure and in general is
different even in neighbouring links.

Closely related to the available bandwidth is the call holding time. Even if there
may not be actual “calls” in the network in question, it is an indication how long
a customer or a connection uses network resources. This has an effect on network
dynamics: how fast resources will be freed if no new customers are accepted and
how long a customer will keep resources reserved.

1.4.2 Qualitative measures

From network users’ viewpoint probably the most interesting entity is network
throughput. This is the amount of useful transfers and in general is less than traffic
volume because of lost, retransmitted, errored, or misdelivered packets. It should
be taken into account at which protocol level the throughput is measured because
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of protocol overheads.

Packet delay and its variation are other components for user satisfaction. Changes
in network load can first be seen in changes of delay. In an unloaded network
packet delay is the sum of packet processing, serialisation, and propagation delays.
When network load increases, packet experiences queueing delays, which increases
total delay.

There are several methods to measure delay variation. In [Y.102, Appendix II] four
methods are defined. The first two methods give the variation for an individual
packet as the difference to either the delay of the first packet or to the average
delay of the population. The third alternative is to define a delay interval in
advance and count the proportion of packets that fall outside this interval. The
last alternative is to measure the distance between two quantiles (like 0.95 and
0.5).

For example, if a set of packets are transmitted over a network and the first packet
receives a delay of 388ms, and the average delay is 374ms, then the variation for
a packet with delay of 402ms would be 14ms by the first method and 28ms by
the second method. If the pre-defined delay bounds are 330–380ms then the delay
variation based on the third method would be 15% to whole population, because
3% packets received shorter delay than 330ms and 12% longer than 380ms. The
delay variation by the last method would be 47ms as the median delay is 348ms
and the 95% quantile is 395ms.

There are several sources for packet loss. While transmission or protocol errors
result in packet losses that are not caused by excess traffic, they do give indication
of network quality. Packets may be deliberately lost because of policing on network
edge. This is not a sign of network performance problems but just enforcing of the
traffic agreement. Network congestion and packet loss because of buffer overflow
or active queue management methods can be a sign of insufficient resources.

It depends on the application and transport protocol what level of packet losses is
acceptable. During network failures and routing updating there may be periods of
complete packet loss. If one simply includes these periods in long-term statistics,
the results may not be informative. It is better to introduce new statistics such
as burst loss or severe loss ratio counts or durations. This makes it possible to
differentiate between “normal operations quality” and “outages”.

Yet another measure that may not be directly observable from network traffic or to
network users is resource usage. However, it is important for a network operator
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Table 1.1: Who cares about measurements [CM97].

Goal Measure

ISP

• capacity planning
• operations
• value add services (e.g. cus-

tomer reports)
• usage-based billing

• bandwidth utilisation
• packets per second
• round trip time (RTT)
• RTT variance
• packet loss
• reachability
• circuit performance
• routing diagnosis

Users

• monitor performance
• plan upgrades
• negotiate service contracts
• set user expectations
• optimise content delivery
• usage policing

• bandwidth availability
• response time
• packet loss
• reachability
• connection rates
• service qualities
• host performance

Vendors

• improve design and configura-
tion of equipment

• implement real-time debug-
ging and diagnosis of deployed
hardware

• trace samples
• log analysis

to know how much resources there are to accommodate a possible increase in
traffic. Critical resources include router processor utilisation, buffer occupancy,
forwarding table size, and link utilisation.

1.5 Network measurement motivation

Some motivation for traffic measurements is given in Table 1.1. The paper [CM97]
discusses the current state of Internet traffic measurements and describes goals
of the CAIDA project: creating a set of Internet performance metrics with IETF
IPPM, creating an environment to share data confidentially or in desensitised
form and fostering the development of advanced networking technologies such as
multicast, caching and QoS. Also much emphasis is put on visualising measured
data.
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In addition to normal utilisation statistics obtained via SNMP MIB variables,
both long-term aggregated statistics and short-term per flow statistics provide
essential insights relating to [Mea]:

• network provisioning,

• peering arrangements,

• per-customer accounting and SLA verification,

• per-per accounting (traffic balance of trade),

• performance management,

• tracking topology and routing changes,

• tracing DoS attacks,

• ATM/cell/circuit level errors and other troubleshooting,

• connectivity complexity and vulnerability,

• TCP flow dynamics, and

• routing table and address space efficiency.

1.5.1 Operator requirements for measurements

A network operator has different needs for network measurements than a re-
searcher. A long lifetime for network investments and continuity of operations
are important factors for an operator. The measurement system must be able to
support traffic engineering and different platforms and protocols. There is need
for a well-defined measurement standard for interoperability that is more than
just a common protocol to exchange measurement data. Any inconsistencies in
statistical definitions, protocol levels, or data collection should be avoided.

A measurement system must be able to scale with the size and speed of the
network. The information should be aggregated as much as possible without losing
essential details. The measurement activity must not load network elements to
such a degree that the primary function, delivering information, degrades.
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1.5.1.1 Network operator time scales

Three different time scales can be identified for a network operator to react on
network measurements. The demand for measurements depends on the timescale
it is used for. The longest time scale, order of months, is for network planning.
This includes network extension or introducing new technologies to meet future
needs for capacity and reliability.

Capacity management reacts on the time scale of hours or days. Using exist-
ing capacity and equipments the network is reconfigured to optimise utilisation.
Real-time network control can be manual or automatic and works in minutes or
shorter time scales. Its objective is to apply short-term corrections to network
configuration in event of congestion or failure. Capacity management reviews
these corrections at a later time .

1.5.1.2 Relationship of performance criteria

ITU-T has defined a 3x3 performance framework in [I.393]. There are three
protocol-independent protocol functions: access, user information transfer, and
disengagement. All of these functions are considered according to three perfor-
mance criteria: speed, accuracy, and dependability. The performance criteria are
protocol-dependent as criteria for circuit-switched N-ISDN are not applicable to a
packet-switched protocol such as IP. Together these criteria define a set of perfor-
mance requirements: if a service fulfils these requirements, the service is declared
to be “available”, otherwise the service is “unavailable”. In [Y.100] relationships be-
tween ISDN, IP, and GII performance requirements are described. It also includes
a list with short descriptions about each relevant ITU-T recommendation.

1.6 About this work

This work consists of four different parts. The first part gives background of
network measurements by reviewing literature. The second part introduces the
developed measurement system with data compression and capability to remove
sensitive information from network traces. In the third part a set of discoveries
from measured data are represented. The last part includes discussion of the role
of network measurements and the final conclusions.

Chapter 2 is a survey of network measurements with the focus on Internet mea-
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surements. Firstly active measurements are discussed starting from simple test
traffic and ending with large-scale measurement infrastructure projects. Passive
measurements include discussion of different statistics, which can be calculated
based on measurement data. Network measurements from a fast and live network
have certain problems, which are discussed in Section 2.5. Finally, a set of tools
used for network measurements is briefly reviewed.

Network measurements, which are later analysed, are described in Chapter 3. A
method to efficiently compress packet traces and to remove sensitive informa-
tion while retaining as much information as possible from the traces is presented
[Peu01].

The first analysis deals with identifying different network traffic classes in Chap-
ter 4. Different protocols are studied based on their specifications and common
implementations. Based on that, characteristics of network traffic are estimated.

A flow, which can be defined by multiple criteria, is another fundamental unit
of data in addition to IP packet in the Internet. Different flow definitions are
discussed in Chapter 5. Measured data is analysed and properties of flows are
analysed.

User impatience is one of factors affecting network utilisation and user satisfac-
tion. A method to identify user impatience is introduced in Chapter 6 and the
results are discussed.

Stability of network throughput is one interesting question: if one measures net-
work throughput at certain time, will the throughput be the same after some
time period? This is studied in Chapter 7.

The need of network measurements is discussed in Chapter 8 considering network
operators view and user’s view. The objectives do differ depending on which side
of an access router one acts. Finally, this work is concluded in Chapter 9.
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Chapter 2

Survey of IP network measurements

In this chapter first the concept of measurements is studied, both for active and
passive measurements (Sections 2.2 and 2.3) including a review of literature and
efforts in the area of network measurements. Secondly, a representive set of mea-
surement tools are described in Section 2.4. Additionally, technical and legal
problems in measurements are discussed in Section 2.5.

2.1 Internet Measurements

One of the first Internet measurement papers is [KN74]. As the Arpanet was
designed to be an experimental network, there were extensive facilities for data
collection [CPB93]. Several characteristics were investigated in [KN74, CPB93]:

1. Message size and packet size distribution. While “message” is not applicable
in the current Internet [CPB93] because of diverse link-layer technologies,
one of additional metrics could be length of flow: for example the length of
one web document.

2. Delay statistics.

3. Mean traffic-weighted path length.

4. Incest (traffic destined to same site: not applicable with the current archi-
tecture).

5. Most popular sites and links.

6. Favouritism (a site communicates much with a small number of sites).
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7. Link utilisation.

8. Error rates.

9. Attributing long-term growth to domains and protocols.

10. Trend of average packet size over different time scales.

11. International distribution of traffic.

2.1.1 Problems with multi-provider environment

As NSFNET backbone was discontinued by April 1995 extensive statistics collec-
tion was discontinued also. As the network was operated by different commercial
service providers, the statistics collection became much more difficult, interfered
by cost-benefit tradeoffs [BC95].

In current equipment the main emphasis is in fast and reliable packet delivery
and collection of metrics for traffic engineering has not developed at the same
rate as equipment forwarding and routing capacities [Mea].

The network metrics can be classified into at least four categories [Lam95]:

Utilisation metrics: packet and byte counts, peak metrics, protocol, and ap-
plication distribution.

Performance metrics: round-trip time (at different layers) and packet drop
count. Other suggested in [Lam95] were collision count at bus networks and
ICMP source quench message counts. The use of ICMP source quench is
not recommended [BE95, p. 57] and the use of early congestion notification
(ECM) mechanism by marking packets is being introduced [RFB01].

Availability metrics: long-term line, route or application availability.

Stability metrics: short-term fluctuations that degrade performance such as
line status transitions, route changes, next hop stability and short term
ICMP anomalous behaviour.

The measurements can be divided into two categories: active measurements (Sec-
tion 2.2) and passive measurements (Section 2.3). The former group involves send-
ing data, either real application data or measurement-only data, and measuring
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time either at both ends or the response at the sending end only. A measure-
ment can cause excess load on the network and the results can be biased towards
worse results than the actual service received. It is also possible that the test
traffic receives better quality of service and results are better than the actual
performance.

Passive measurements do not add traffic to the network, expect for transfer of
results, which can be done also off-line. On the other hand, one cannot measure
connections if there is no traffic. Privacy issues present another problem with
passive measurements if the measurements are done on an operational network.
Some measurement efforts may combine both passive and active measurements.

2.2 Active measurements

In an active measurement one sends data to the network, measures the response
and checks the result for important factors (latency, jitter, throughput, packet
loss). Active measurements may cause a disturbance to the network by introduc-
ing excess traffic.

The measurement can take place at both ends – when specialised software or
hardware is needed at both ends – or only at one end. In the latter case, there
may be no need for special equipment at the remote end. In the case one is inter-
ested in end-to-end application performance, this is satisfactory. The application
performance may be affected by several other non-network related factors such
as server load or latency in back end systems [Nie99] that will increase latency.
One must make sure that one is measuring the correct metrics.

Each measurement packet tells only how much it was delayed in transit or if
it was lost. The measurement of a single packet does not tell very much about
conditions in the network. Several packets are needed to get accurate information
about the network state at a certain moment.

Active measurements can be divided into three categories based on how they give
information of the network structure and the state of the network.

End-to-end measurements tell only what the end-to-end characteristics of the
network are (Figure 2.1). This is the only measure that is of interest to
an end user: he is interested in the total quality of an application. Typical
measurements are availability, delay, and throughput measurements. The
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Figure 2.1: End-to-end measurements.

Figure 2.2: Hop-by-hop measurements.

majority of practical measurements are in this category.

Hop-by-hop measurements try to tell the state of each hop on path of packet
(Figure 2.2). A typical tool, traceroute, gives the delay to each node on the
path. From those results, one can find out if there is some problematic link.

Link-by-link measurements differ from hop-by-hop measurements in the sense
that they try to characterise also the links between the nodes (Figure 2.3).
This is quite difficult a task, but there are some tools available as the ones
described in [Jac97, Dow99, CC96b].

Most of the tests for end-to-end availability and delay are based on the ICMP
Echo Requests and Responses. The ICMP protocol is designed to take care of
error reporting, configuration, information, and diagnostic tasks for IP [Pos81a,
Pos81b]. As every host and router must implement ICMP [BE89], it is readily
available.

Another popular use is to send UDP or TCP packets [Pos80, Pos81c] with in-
creasing TTL field values. This, in principle, makes it possible to find all nodes

Figure 2.3: Link-by-link measurements.
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on the path when routers reply with ICMP Time Exceeded messages. When TTL
value is increased by one, the next router or end system is identified.

2.2.1 UDP and TCP simple services

Traditionally, UNIX systems have had so called “simple services” which include
“echo”, “chargen” and “discard”. The echo service echoes all the data sent to it
back to the sender, the chargen outputs lines of printable ASCII characters so
that each character will be in every position in turn. It is suitable for checking
line printer output and also for some data dependent transmission errors. The
discard service works as a sink.

Leaving those services enabled is nowadays not recommended as they make possi-
ble some denial-of-service attacks [LP99]. To protect the system, most of modern
implementations also have some form of rate limit that limits the usability for
performance testing.

As those simple services are less and less available, the only way is then to use the
actual services, like HTTP server. This, of course, requires that the end system
has the server installed. This limits the test applicability to arbitrary hosts.

2.2.2 Limitations of non-application protocol tests

There are, however, a few points to keep in mind when using a protocol other
than that of the application whose performance one is interested in.

1. The network may provide different level of service for different protocols. For
example the UDP traffic could have lower priority than ICMP or TCP. Also
port numbers used with TCP and UDP can have different priorities. For
example, the web traffic (port 80) may have higher priority than network
news (port 119). This may affect performance tests.

2. Some types of traffic may be administratively blocked. In this case a false
negative result may result in connectivity tests. Also some types of traffic
may have some kind rate limit: for ICMP messages there is a rate limit in
the current versions of Linux and Solaris [Jac97].

3. Application traffic profile may be different from test traffic and some con-
sequences of congestion or overload are not detected by test traffic [BG98,
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CJ99]. The application fidelity may not be easily derived from simple loss
and delay figures.

4. The vast majority active measurements send periodic streams of packets
while the application traffic is typically very bursty. At times of high load,
when there can be QoS problems and large amount of application traffic is
carried, the proportion of test packets is low. This results in underestimating
the times of low QoS [KH02].

To explain the mechanism in 3. consider a MPEG video transmitted over an IP
network. One MPEG frame may be fragmented into several IP datagrams. Based
on the MPEG-1 frame size distribution of the “terminator”-trace described in
[Ros95], 31% of frames needed more than one IP datagram when the RFC 2250
encapsulation and maximum datagram size of 1,500 bytes were used [HFGC98].
While more than 85% of B-frames fit into one datagram, every I-frame needed
at least two datagrams and 25% needed four or more. In a test where a tele-
immersion application was simulated over vBNS network, there were several pe-
riods of severe frame loss (more than 50%) while the packet loss was less than
5% [CJ99].

2.2.3 Application based performance measurements

A simple way to measure received quality is to measure the actual applications.
A typical example is to periodically retrieve certain web pages and to measure
the time needed for download. This is very simple to accomplish if the end user
is interested checking his own connection relative to the services he needs. It is
more complicated if the service provider (like a web server owner) wants to know
if his customers receive documents quickly. This would include setting up client
systems on various locations.

The network provider and the customer usually agree on some level of service
the customer is receiving. This is called the service level agreement (SLA) and
can be either implicit or explicit. Both the customer and network operator are
interested in how well one complies with that agreement and how the network is
operated. This can be done either actively transmitting test traffic or passively ob-
serving the network and measuring traffic generated by users. The first approach
has problems as it increases load in the network and also there are problems in
selecting representative test traffic targets. The latter approach does not have
these problems as users “automatically” select “important sites” as they use the
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network.

Paper [Asa98] discusses how to identify representative measurements to avoid
false alarms and also the selection of the baseline. They use logs from a HTTP
proxy as measurements, as throughput can be calculated from logged entries.
Active throughput measurements were used to validate results drawn by analysing
logs. It was found that the active and passive results disagreed for about 10%
of time: most of that included time periods when passive measurement had low
reliability.

There are several tools to generate traffic and measure throughput. The major
shortcoming with those tools is that they do not resemble real applications. A
general-purpose traffic generator-analyser (KITS) is described in [MIIA99]. It uses
the RTP protocol [GSC+96] with auxiliary fields to improve both resolution and
protection for sequence number wrap-around. The KITS was used to generate
background phone-type traffic in subjective phone quality tests. Characteristics
measured by KITS and subjective ratings were compared. Accurate synchroni-
sation with network time protocol (NTP) was found problematic and the use
of GPS was suggested to utilise full potential of the KITS resolution. Another
similar tool is NetSpec [LFJ97].

2.2.4 Cloud measurements

The Internet cloud measurements do typically measure packet delay and its vari-
ation as well as packet loss rates. Some examples of cloud measurement, i.e.
measurements over long distances and between multiple locations are described.

2.2.4.1 Measurements for real time communications

An UDP echo tool was used in [Bol93] to measure delay characteristics between
INRIA in France and University of Maryland in the USA. The transatlantic link
bandwidth was 128 kbit/s at the time of the measurements (1992). The UDP
echo packet includes three 6-byte timestamp fields: one for the sender, one for
the receiver (echo) and one for the original sender as it receives reply. There is
also a sequence number to detect losses. A phase plot was found convenient to
express round trip time (RTT): for each packet round-trip time rttn, a marker is
placed at position (x, y) where x = rttn and y = rttn+1. If the delay is (relatively)
constant, most of the points will reside at the diagonal. It was found that if the
packet interval is short the delays are correlated. The conditional packet loss
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is high which is quite natural. A queueing model describing this behaviour was
introduced.

ATM wide area network (vBNS) was measured in [SSZ+96]. The delay and jitter
for test traffic were analysed. It was found that the peak rate of a constant bit
rate (CBR) connection rises as a function of the number of hops. The higher the
original rate was, the higher was the relative rise in the rate.

The main reason for using the Internet to carry voice traffic is the price. However,
there are also other reasons: silence detection saves much bandwidth and software
based codecs may evolve more quickly and benefit more from the increase in
processing power than ones built in the network. An experimental setup was
described in [ML97]. There were three sending hosts (Rutgers University in New
Jersey, University of California at Berkeley, and GMD in Germany) which all sent
UDP packets (64 byte, 20 ms intervals equals rate 25.6 kbit/s) for 10 minutes each
hour for a period of 14 days to the Bell labs in New Jersey. There were occasional
problems in generating traffic so these incidents caused by end systems had to be
filtered out.

The time was divided into distorted intervals and distortion free intervals. Dis-
tortion free interval was an at least 1.3 seconds period without errors according
to studies of Brady in the 1960’s [Bar68]. For some connections there were almost
no distortion free intervals and these affected the average results much and made
some figures hard to interpret. A moving average method over the preceding and
the following hour was introduced to make the figures easier to interpret.

It was found that interstate connections provided good quality almost always
but international connections provided bad quality when working days overlap.
The authors suggest using the Internet to bypass local access network for inter-
state phone connections and bypassing the Internet using phone network for long
distance.

2.2.4.2 Generic delay properties

As the TCP is a self-clocking transport protocol, it is sensitive to receiving
acknowledgements properly [Jac88]. One of problems is the ACK-compression:
a set of acknowledgement packets is delayed in a queue and their spacing is
shorter when they arrive to the sender. In [Mog92] a possibility to identify ACK-
compression is studied. It was found that it could be automatically identified. Fur-
thermore, it was found that packet losses are correlated with ACK-compression.
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One suggested topic for further studies was estimating the instantaneous RTT
measuring time between sent data and the received acknowledgement.

The long-range dependence (LRD) is found to be a ubiquitous property of packet
network traffic. Heavy tailed probability distributions are found from many net-
work related statistics. However, the characteristics of the packet round-trip delay
are not well studied even if they are very important for estimating a proper re-
transmission time-out (RTO) for TCP. Time stamp values for NTP packets were
recorded between instrumented server and five other servers, two of them were
in the USA, and in Australia, Sweden and Chile there was one server in each
country [LM98].

Since restart could cause skew to results, a time period without server restarts
was selected. The total number of packets exchanged between servers ranged
from 11,000 to 53,000 packets, the average time between packets was 235 and 48
seconds, respectively. The Hurst parameter [LTWW93] was > 0.75 for all traces
suggesting that packet delay is also a LRD process. Based on the traces it was
found that the Kleinrock independence approximation might not be valid for the
Internet. The authors think that LRD in a packet round-trip delay process is
caused by the LRD in the packet arrival traffic in the Internet.

2.2.4.3 Large-scale probe measurements

V. Paxson carried out one of the largest Internet-wide measurements. The archi-
tecture was to install measurement daemons (network probe daemon, NPD) on
different locations. A central management station controlled each probe. Based on
instructions given by the management station a NPD contacted to another NPD
and transferred a 100-kilobyte file. Each station captured packets on the network
interface storing the header information and timestamp. The architecture made
it possible to measure N2 Internet paths with N probes. The number of probes
varied, but was mostly around 35: resulting in more than 1,000 possible paths.
For a detailed description of the system, see [Pax97c]. An improved follow-up
project, NIMI, is described in [PMAM98].

In the measurements described in [Pax97b] Internet packet dynamics were stud-
ied: network pathologies such as out-of-order delivery, packet replication and
packet corruption. Estimating bottleneck bandwidth was studied and “packet
bunch modes” was found more robust than the packet pair. Packet loss ratio
and characteristics of loss (burst and conditional loss) were studied. The system
made it possible to measure and compare one-way packet delays with the round

21



2.2. ACTIVE MEASUREMENTS

trip times one would achieve with the simple “ping”. The queueing delay and the
available bandwidth were studied. Calibration of time values was discussed in
[Pax98] and was done solely by analysing the results as NTP is not sufficient to
keep millisecond resolution and GPS time is not always feasible.

Another result from the measurement traces was the development of an auto-
mated method to analyse TCP implementations and how they violate existing
standards and good practices [Pax97a]. One of the most important parameters
in TCP flow and congestion control is RTO; as its selection makes the difference
between an unnecessary wait and an unnecessary retransmission. In [AP99] there
is a comparison between different RTO estimators with actual traces. The sender
based estimation algorithm is problematic as the ACK segments do not preserve
the data segment spacing because of ACK-compression [Mog92]. The implemen-
tation of selective acknowledgement [MMFR96] and timestamps will help as they
make it possible to use a more aggressive estimator for RTO. The data is based
on the 1995 dataset and the authors propose a new analysis with newer data and
live experiments.

Routing dynamics was studied in [Pax96] using traceroute, which is also a part
of the NPD functionality. Routing pathologies were found: several routing loops
of different duration (up to over 10 hours), one case of erroneous routing, rapidly
oscillating routes, problems in underlying transport mechanism and temporary
packet loss (for example because of congestion). If the most instable routes are
not taken into account, one has over 90% probability of finding a route that
persists for a longer time than a week.

Routing tables were collected for ten months in [LAJ98] totalling over nine gi-
gabytes of global (default-free) routing information. Local network provider pro-
vided their network status logs (obtained by pinging customers’ network inter-
faces) and trouble tickets from network operations system. Also OSPF messages
were collected. The paper focuses on two categories of failures: faults in the con-
nections between service provider backbones and failures within provider back-
bone. It was found that availability was very low compared to PSTN (better than
99.999%): only 30% of routes had better than 99.99% availability and 10% of
routes had worse than 95%.

Frequency of routing updates was measured and peaks were found corresponding
to intervals of 24 hours and 7 days in inter-operator routing. A similar pattern
was not found in intra-provider routing. This suggests that much of the inter-
operator routing updates are not caused by hardware or software faults but by
failures in BGP [RL95] peering sessions at high loads.
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2.2.5 Internet Protocol Performance Metrics (IPPM)

The IETF IPPM working group defines metrics for Internet performance. The
framework document [PAMM98] defines criteria for those metrics, terminology,
the metrics itself, the methodology, and the practical considerations including
sources of uncertainty and errors.

According to the working group character:

The IPPM WG will develop a set of standard metrics that can be
applied to the quality, performance, and reliability of Internet data
delivery services. These metrics will be designed such that they can
be performed by network operators, end users, or independent test-
ing groups. It is important that the metrics not represent a value
judgement (i.e. define “good” and “bad”), but rather provide unbiased
quantitative measures of performance.

As a full traffic analysis is not always feasible, the IPPM metrics are based on
random sampling of the traffic. The framework document [PAMM98] includes a
discussion recommending that the Internet properties should not be considered
in probabilistic terms as there is no static state in the Internet.

So far the working group has produced the framework document [PAMM98] and
metrics for measuring connectivity [MP99], one-way delay [AKZ99a], one-way
packet loss [AKZ99b], round-trip delay [AKZ99c], and a framework for defining
bulk transfer capacity metrics [MA01]. Several Internet Drafts are under process,
such as packet delay variation metric, one-way loss pattern sample metrics, per-
formance measurements for periodic streams and a protocol for one-way delay
measurements.

2.3 Passive measurements

Passive measurements have the advantage that they do not interfere with normal
operation of the network by increasing traffic into the network. The amount of
data can be quite large: one 155Mbit/s link can easily have an average utilisation
of 80Mbit/s: if one assumes that average packet size is 750 bytes, there will be
about 13,000 packets per second.

The raw data rate is 10 mebibytes per second. High performance disks have a
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capacity of 36 gibibytes: one disk can hold data worth of one hour. If only IP
and transport layer headers (40 bytes per packet) are stored, the data flow is 0.5
megabytes per second: the same disk can hold over 18 hours of data.

There is quite a lot redundancy in the data that can be compressed away. All of
the information is not always interesting, so when the measurements are planned,
one should decide what information is unnecessary.

If one compares packet-based network measurements to those in a traditional
circuit-switched network one sees a clear difference: to save essential information
of a telephone call, 200 bytes are more than enough. This corresponds to 25ms of
speech at 64 kbit/s. If a typical telephone call is 3 minutes in duration, the record
is only 0.01% of data flow. For a packet switched network the header information
is 5% of data flow as the header is 40 bytes of an average of 750-byte packet.

2.3.1 Capturing data

The network technology used dictates how the data capture can be done. Mea-
surements are simple when the network is a non-switched broadcast network such
as IEEE 802.3 (“Ethernet”) [ANS96]. Ethernet network adapters can be config-
ured to a promiscuous mode to receive and forward to an operating system all
frames seen in the network, not just the ones destined to its MAC address or to
a broadcast address.

If the network technology utilises point-to-point links (like ATM, higher speed
Ethernet networks, or serial lines), there are several ways to capture data.

Data copying in network node. Some networking equipment (like some OSI
layer 2 (Ethernet, ATM) switches) can be configured to forward all packets
seen in a port to another port, where those can be read. This may introduce
some amount of jitter to packets.

Passive listening. Data on optical link can be copied using optical splitter that
redirects some part of light signal to another fibre. The measurement equip-
ment can be hooked at end of this fibre. As the optical splitter is a passive
component, the measurement does not have any effect on normal network
operation if the light budget has enough reserve capacity. A short break
happens when the splitter is installed.

Similar methods can also be used on electrical links, but there may be some
problems with high-speed links because the electrical characteristics of the
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link may change.

Pass-through measurement device. The link is connected to the measure-
ment device and the device copies incoming data to outgoing link verbatim.
If the device is not working correctly, the network traffic will be disturbed.

The data collection can be either full monitoring (census) or sampling [AC89].
The latter is preferable over the first one because of economy, timeliness, large
population size, inaccessibility of entire population, destructiveness of the obser-
vation, and accuracy. According to [AC89], an ideal sampling strategy has the
following properties:

• Selects traffic frames at random with no preference for or avoidance of any
particular class of traffic.

• Selects traffic frames as often as possible without interfering with other
important tasks.

• Contributes a minimal overhead for monitoring.

2.3.2 Derived statistics based on captured data

While the shape of the distribution of a network parameter may be unknown,
significant shifts can be identified by the Central Limit Theorem. Regardless of the
shape of parent distribution, the mean of samples will approach the mean of the
parent distribution and the standard deviation approaches the parent distribution
standard deviation’s divided by the square root of the sample size. Those statistics
are easy to calculate as the mean and standard deviation can be calculated from
three values: the count of samples, the sum of samples, and the sum of the squares
of samples.

Some of the figures measured from the network are significant on their own while
on other figures the change is significant. As the traffic will change over a pe-
riod of time, the ”normal” value will also change for many metrics. This can be
automatically taken care by windowing observations. Authors of [AC89] suggest
using fixed-time based window with random sampling as it does not require storing
every sample from the window interval.

Traffic levels in (packet) networks are typically measured over time scales (15-30
minutes) which are quite long considering the burstiness of traffic. If the time
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scale is shorter then there are problems with amount of data. In [EW94] some
statistical descriptors are presented. These include peak-to-mean ratio (PMR),
squared coefficient of variation (CSQ), correlation dimension (DC), index of dis-
persion for counts (IDC), peakedness and the Hurst parameter. The first three
(PMR, CSQ, DC) were considered as practical measures and studied further with
traces from an Ethernet network (6 traces, 100,000 packets each) and ISDN sig-
nalling network (5 streams). It was found that PMR could provide information
on capacity exhaust, if the time interval is carefully selected.

Analysis of self-similar queueing performance was presented in [ENW96]. Both
Ethernet and ISDN traces were used. A Queueing Network Analyser (QNA,
GI/G/1 approximation with two moment characterisation) was fitted on trace
and average delay with different utilisation delays was compared. The curves dif-
fer at high loads: the trace jumps utilisation exceeding 0.5 while QNA rises slower
at 0.8. The trace was shuffled randomly thus destroying all correlations but still
maintaining the marginal distribution. This curve agrees with the QNA curve.

At the second step the trace was divided into fixed size blocks (10-100 packets),
thus preserving local bursts. Using block size of 25 packets the blocks were shuffled
externally (order of blocks is changed but the order of packets within a block was
maintained). The queueing performance differed from the original trace. When
the trace was internally shuffled (order of blocks is maintained but the order of
packets within a block is changed), the trace preserved long-range correlation and
agreed with the original trace in queueing performance. The FBM was fitted to
the trace with the exception that under time scales of 10 milliseconds the short-
range correlations dominate. Also it was seen that due to the finite length of the
trace, the queue length distribution from the trace for large values would fall off
faster than predicted by the model.

It was concluded that high time-resolution traces are not practical in operational
engineering. As some systems can report traffic counts over intervals longer than
one second, those figures may be useful for estimating the Hurst parameter.

In [KqL96] it is proposed dividing traffic in frequency domain into three cate-
gories: low-frequency (|ω| ≤ ωL), high-frequency (|ω| ≥ ωH) and mid-frequency
(ωL ≤ |ω| ≤ ωH). The peak rate of the low-frequency traffic defined link band-
width while buffering has most effect on high-frequency traffic. Proper selection
of ωL and ωH will help practical measurements and analysis.
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2.3.2.1 Backbone measurements

A LAN-to-LAN interconnection service using DQDB MAN was measured in
[CMGR94] for four hours (11:00-15:00) on a workday. The measurement con-
firmed findings from earlier [LTWW94] studies. The IDC for traces (mostly TCP
on top of IP) was calculated. It was found that a two-stage Markov modulated
Poisson process (2s-MMPP) is suitable for short time analysis and the fractional
Gaussian noise (FGN) for longer time scales.

The NSFNET backbone was measured in [CPB93] for characteristics described
in Section 2.1. The total traffic volume and the trend as well as the protocol
distribution were measured. Daily variations of packet sizes were found corre-
sponding to utilisation rates as bulk transfer applications are run off-peak hours.
However, no long-term trend for packet sizes was found. Few sites (31 of 4254
networks, 0.7%) generated half of the total traffic and 118 (2.8%) sites received
50% of traffic. Furthermore, 46.9% of traffic was between 1,500 site pairs (0.28%
of 560,049 possible).

In [CBP95] a time-out mechanism was introduced to define a flow. As the natural
definition of a TCP flow would be one delimited with SYN and FIN segments,
this is not feasible for core network measurements for following reasons:

• The measurement equipment may be drop some packets.

• One of the end stations may become unavailable (either end system or its
network connectivity) and never sends a FIN segment.

• Route may change during a flow and the rest of flow is never seen at the
measurement point.

• SYN/FIN applies only to TCP flows, for UDP it is not possible to know in
the network where a flow starts and where it ends.

A flow was defined as an unidirectional packet train [JR96] and a flow can be
defined with desired granularity starting from the address-port tuple and ending
to one including traffic between a large number of networks. Analysis was based on
one-hour measurements both in the NSFNET backbone and campus networks.
Different time-out values ranging from 2 to 2048 seconds were studied. Time-
out defines the maximum time between two successive packets to be considered
belonging into the same flow. Many protocols such as DNS [Moc87] and data
transfer of FTP [PR85] were unaffected by the selection of the timeout while
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others, such as telnet [PR83], were greatly affected by it. See Section 5.1 for
further discussion about flows.

The network protocol and the packet size distribution and flow characteristics
measured from the vBNS network with OC3MON can be found from [TMW97].
This measurement suffers from the fact that flows are artificially expired once an
hour because of a limitation of OC3MON, which will affect statistics for long-lived
flows such as multicast traffic.

2.3.2.2 Local area network measurements

A local computer network was studied in [Dra92]. Workloads for different lo-
gin (local-remote) and disk (local-remote) combinations were measured using
tcpdump. Application benchmark response time, throughput and utilisation of
shared resources were measured. The system bottlenecks were found and some
ways to improve performance were studied.

Traffic from local area network was collected for 5 hours and the trace collected
with tcpdump was analysed to characterise different applications [BS92]. The re-
sults include average rate for each minute and the percentage of different protocols
over the measurement period, as well as the packet size distribution.

In the work described in [ADPCH+92] University of Florida Ethernet backbone
was measured. The results include the observation that the network load was
about 3.7%, 4.3% and 6.9% over the busiest hour, 30 and 10 minutes, respec-
tively. Furthermore the hourly traffic was divided into five categories depending
on the volume of the traffic. Packet size distribution was found to be constant
over a 24-hour period with the average size of 138.6 bytes.

2.3.2.3 Dial-up measurements

Paper [CE97] discusses dial-up session call measurements carried out for 30 days
totalling about 500,000 calls. Following parameters were recorded from each call:

1. call starting time,

2. call duration,

3. total number of information bytes and packets transferred from a user to
the network,
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4. total number of information bytes and packets transferred from the network
to the user.

Based on the average packet size from the network to the user the calls were
divided into two classes: A and B. The average call holding time in class A was
around 300 seconds while in class B it was around 1,700 seconds. Also the direction
of the flow was different: in class A the bit rate from the user to the network was
higher. The findings suggest that class A calls are for sending and checking email
while class B calls are for web surfing and similar tasks.

The call arrival process was also characterised and it was found that the call
interarrival time could be modelled by a hyperexponential distribution as it is
the sum of a range of exponential distributions.

2.3.3 Simple statistics

Network devices do have various counters for monitoring and statistics collection
purposes. These counters include number of packets and bytes transmitted and
received, number of errors and so on. These data can be queried using a network
management protocol such as SNMP [WHP99].

2.3.3.1 Application traffic

HTTP traffic was measured from an Ethernet network in [Mah97]. The total
duration of traces (4 different) was about 10 days and total 1.5 million packets
were captured. Based on measured data the following quantities were modelled:
request and reply lengths, document size, think time (user time between pages),
consecutive document retrievals (number of documents from a single server) and
server selection. Periodic retrievals by a webcam every 5 minutes were removed
from traces as they skewed results. A simple time-out heuristic was used to decide
whether a connection was part of the current page or if it was a new page.

Modem user traffic at Internet Service Provider was measured twice for an hour
(in 1997 and 1998) in [FGHW99]. The traces are analysed for scaling behaviour
using wavelet-based analysis. The second trace was further divided into three sub-
sets: first consisting of local traffic (modem user – ISP web server), second remote
(modem user – major news servers), and third realaudio (UDP) traffic. The ns-2
simulator was used for replicating realistic HTTP traffic to study TCP dynam-
ics. The authors propose that analysis techniques can be used to find potential
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performance problems (bottleneck links, misbehaving connections) in real-time.
However, the feasibility of practical implementation is unknown. Another conclu-
sion was that by relying almost exclusively on the physical or networking-related
understanding of the impacts of the various user- and network-related aspects of
variability and of such basic concepts as closed-loop flow control, it appears to be
possible to end up with a full-blown networking environment that is in the right
“ball park” when compared to real networks.

The log files for electronic mail system were studied in [PS89]. No distribution
of the standard families was found to be a good match for the message size
distribution because there was a high peak around 300 bytes. The authors propose
that the distribution may be a sum of several distributions for different types of
users, but this was not verified. It was found that exponential distribution did not
fit for the interarrival times of messages (using χ2 test). The Weibull distribution
was a better fit so the message arrival process was not Poisson.

For many interactive applications such as graphical design tools, it is difficult to
obtain traffic parameters a priori. SNMP measurements were used to estimate
equivalent bandwidth for existing connections in [CCH95]. This measured equiva-
lent bandwidth was then used to estimate if there is enough capacity to support
the application in question.

Using on-line measurements to support call admission control (CAC) was studied
in [SW98]. A network monitor measures traffic and maintains a histogram over
a few last minutes. Based on that the system predicts available resources and
estimates whether the new connection can be accepted or not.

2.3.4 Measurement organisation

The measurement can take place in a single location or it may take place in several
locations. An example of a measurement setup is presented in Figure 2.4. There
are two passive measurement devices attached to two locations in the network.
The equipment monitors network data and records packets destined to another
location in compressed form (see Section 2.3.5) with a timestamp. For discussion
about timing accuracy, see Section 2.5.1. The traffic to be measured may be a
part of normal data or data sent only for measurement purposes.

After measurement has taken place, the measurement data (fingerprints and
timestamps) are exchanged either on-line or off-line (tapes, CD-ROM) and post-
processing of data is done [GD98].
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Capture Capture

Packet fingerprint exchange

Figure 2.4: Traffic capture at end points.

It is also possible to locate measurement software on end systems. There are,
however, some factors that may cause problems in this case. It also has some
benefits; some discussion can be found in [Pax97b].

2.3.5 Trace compression and fingerprints

As noted above (Section 2.3), the amount of data can be much too large to be
handled as-is. Some compression is needed to keep the amount of data manage-
able.

2.3.5.1 Packet and flow fingerprinting

One possibility to reduce the amount of data to be stored is to utilise packet or
flow fingerprints. This can be done if one is not interested in the actual content
of a packet but wants to locate the same packet in different parts of a network.
These studies include delay and loss studies, routing studies and tracing of DDoS
attacks.

One calculates a digest from a packet using some algorithm. While simple sum-
mation of all packet octets may be sufficient in some cases, a high collision ratio
may result. The use of cryptographic strong message-digest algorithms such as
MD5 [Riv92] and SHA [Ano95] should produce a low collision ratio even if only a
part of the hash value is used. An intermediate solution between processing costs
and low probability of collisions would be using a suitable CRC polynomial as all
properties of cryptographic message-digest algorithms are not needed.

One must take into account that some fields of the IP header (Figure 2.5, p. 39),
for example, are volatile. These include DS byte, TTL and check sum fields. These
parts should be ignored from digest computation.
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Similar approach can be applied to documents: one may be interested if the same
document is transferred multiple times over the same link. If this is the case,
then caching may benefit users. One has to reconstruct application level data
from distinct packets, which is not always a trivial task [Fel98]. Additionally, the
connection may include some volatile data such as the current time that should
be masked out when calculating the message digest.

2.3.5.2 Flow-based compression

As each connection typically has several IP packets, the subsequent packets have
very similar headers. For example, in a normal UDP or TCP transfer there are
typically only few fields that change:

1. IP datagram identifier, needed in the case of fragmentation. Modern imple-
mentations try to avoid TCP segment fragmentation by PMTU discovery
[MD90].

2. IP header checksum.

3. TCP sequence number.

4. TCP acknowledgement number.

5. UDP or TCP checksum.

The datagram identifier is useful in some cases (like locating duplicated data-
grams), but in source or flow modelling it is of no use. There was much discussion
about the role of the IP identifier on end-to-end interest mailing list in May
2001 [End]. The datagram identifier is obsolete if datagram fragmentation in the
network is disallowed as is case with new TCP implementations and IPv6. The
checksum fields are computed from the data; the IP header checksum can be
verified in any case and the TCP or UDP checksum if the whole datagram is
captured.

If there is a route change in the network along the path datagram travels and the
number of hops changes, the TTL field will change also. If one wants to monitor
possible route changes, the TTL value must be recorded.1

1One must note that the route may have been changed even if the TTL value does not
change if both routes have same number of hops.
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The sequence and acknowledgement numbers of subsequent packets belonging to
the same flow are typically very close to each other: if there is no packet reorder
or loss both are increased by the payload size in each packet. Typically, one can
compress headers to the ratio of 10:3 or better [Jac90, DNP99]. The compression
ratio can of course be improved with normal data compression. Flow compression
is studied in Section 3.1.1.1.

2.4 Measurement tools

Over time, multiple tools have been developed for network measurements, often
as an ad-hoc solution to resolve a current problem in a network. Tools are later
developed further to be more generic or easier to use. An advanced tool may
utilise information from multiple sources such as IP address allocation databases
in addition to direct measurements.

The following survey has used The CAIDA Internet Tools Taxonomy as the pri-
mary list of tools [Cai]. Only a small set of tools is discussed here, based on the
author’s selection which ones are important considering this work. For the full
list, see [Cai].

2.4.1 Tools for availability and delay

Probably the most widely used network measurement tool is ping. It is readily
available on most systems. The basic version2 sends ICMP echo request packets
and for each received echo reply it prints a line indicating packet sequence number
and elapsed time for each received packet. At the end it prints a summary line
indicating minimum, mean and maximum delay and packet loss rate.

Timing accuracy is dependent on the host operating system and if kernel-level
timestamps are supported. A typical resolution is around one millisecond on mod-
ern systems. Variants that support parallel probes, stress testing or graphically
visualised output have been developed

2Available from ftp://ftp.arl.mil/pub/ping.shar
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2.4.2 Hop by hop characterisation tools

These tools are based on sending an UDP datagram to (hopefully) an unused
port3 with varying TTL values in IP datagram. When a router decrements the
TTL field and finds it to be zero, it sends back an ICMP time exceeded message.
For this message the program will learn the next hop on the route and sends
another packet with the TTL field incremented by one. When the message reaches
the destination and there is no listening process in that UDP port, the host will
reply with the ICMP port unreachable message.

The original traceroute4 has several variants that have some performance im-
provements or do display some more information such as Autonomous System
[RL95] numbers. Some variants use ICMP echo request messages instead of UDP
packets.

2.4.3 Throughput measurement tools

There may be two different objectives for throughput measurements. The first
one is to measure instantaneous available throughput under the present network
conditions and the other one is to measure maximum achievable throughput in
absence of competing traffic. The first one is used to estimate the application
throughput and the latter one is used to characterise network and network equip-
ment.

Throughput measurements can be obtrusive if the measurement tool does not
perform similar rate adaption as application protocols. If a measurement uses a
real application protocol, only a relatively large number of simultaneous measure-
ments distract other network users.

2.4.3.1 Synthetic throughput measurements

A modification of traceroute, pathchar5 [Jac97] uses several (default 32) probe
packets with different sizes to measure the link line rate hop-by-hop. The pro-
gram (no source code published) gives fairly good estimates (correct within an
order of magnitude) in spite of that the estimate is based on small time differ-

3The default port is 33434 + nhops.
4Available from ftp://ftp.ee.lbl.gov/traceroute.tar.Z, variants from

ftp://ftp.nikhef.nl/pub/network/.
5ftp://ftp.ee.lbl.gov/pathchar/

34

ftp://ftp.ee.lbl.gov/traceroute.tar.Z
ftp://ftp.nikhef.nl/pub/network/
ftp://ftp.ee.lbl.gov/pathchar/


2.4. MEASUREMENT TOOLS

ences (around 80µs for typical links) in data where differences between samples
are much larger (10–500ms). Pathchar and its results were analysed in [Dow99].
Some improvements are suggested for calculating the estimated link bandwidth
improving both the accuracy of the estimate and reducing the number of probes
needed.

The cprobe [CC96b] can be used to measure the available bandwidth for a greedy
application (with no flow control). The TReno is a similar tool but implements
flow control: the results should be the same as the ones obtained with TCP
transfer with up-to-date implementation of TCP [Tre00] with normal limitations
of non-application protocol tests (see Section 2.2.2).

The NetSpec is a scripting language for the design of communication and work-
load pattern throughput performance measurements. It includes models for CBR,
telnet, FTP and WWW traffic [LFJ97].

2.4.3.2 Transport protocol throughput

Bulk transfer tests using a benchmark application are very useful for comparing
different hardware and operating system performance. These tools may provide,
in addition to throughput figures, extra information such as CPU utilisation met-
rics. There are also a large number of settings to control buffer sizes and other
parameters, which do have an effect on the end system throughput. These tools
include ttcp, nttcp, netperf and DBS [Muu, Bar94, Net95, SPI97].

2.4.4 Packet trace collection

The most popular packet collector is tcpdump, which uses a highly portable li-
brary libpcap to capture packets, which hides operating system differences from
the capture software. Tcpdump is available6 for multiple operating systems, typ-
ically for different UNIX variants. There are other tools for different operating
systems, but tcpdump is the de-facto standard in research.

Trace files written by tcpdump, “pcap”, are a common format to exchange packet
traces. It has, however, some limitations in its format. The files are not always
self-contained but some auxiliary data must be provided to properly analyse data
and timestamps have a limited accuracy, for example. To solve these problems a
successor of OC3MON [ACTW96], CoralReef project, has introduced a new file

6Available from http://www.tcpdump.org.
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format, which should allow accurate recording of packet traces [Cor]. CoralReef
also supports a variety of special hardware cards and has a common API to hide
implementation details from analysis programs.

There are also a large number of hardware-based measurement devices. These
equipments have their focus either on benchmarking or network operations prob-
lem solving and they are not capable of sustained large volume captures from
networks.

A flow-level data is generally sufficient for accounting purposes. The NetFlow
Interface, supported by Cisco routers [Neta], exports flow records from routers.
There is on-going work on IETF to standardise IP flow information export [IPF02].

2.5 Issues to be considered in measurements

There are some problems in measurements in addition to the ones described
above. These problems are caused by deficiencies of equipment, policies of organ-
isations and legislation.

2.5.1 Timing accuracy

If there are multiple measurement points and measurement results include wall
clock time, a problem for clock synchronisation arises. Network time protocol
(NTP) can be used to synchronise node clocks from a reference clock but there
are reasons why it is not suitable for network measurement clock synchronisation
[Pax97c, p. 185]:

1. NTP focuses more on long-term accuracy at the expense of short-term skew
and drift.

2. As the time information is transported in IP network, it is also subject to
delay variations and thus can cause hard-to-solve problems in results.

3. Two computers in NTP peering can synchronise their clocks to approxi-
mately 10ms that is not sufficient for high-resolution delay measurements.

The accuracy of a real-time clock in computers is not very good: typically error
can be several seconds in a day. For example, if the error is 5 seconds a day, in
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a 10-minute period the error is 35 milliseconds, which is in the same range as
network delays. If one is measuring one-way delay, the results may be severely
errored even after a short measurement period, and totally useless for persistent
measurements.

If definitive accuracy is needed, the timing information must be provided out-of-
band. There are several timing sources that transmit radio signal, but the most
useful source for timing information currently is GPS. The SPS available for civil
users provides timing information with 350-nanosecond accuracy for 95% of time
[Dan99]. Several commercial modules are available; the low-cost ones provide
± 1 µs accuracy for 1PPS signal.

2.5.2 Privacy issues in measurements

When measurements are taken from an operational network, privacy issues arise.
The network traffic carries potentially sensitive information such as passwords
or other identification information. While common use of encrypted connections
(IPSec, TLS, and SSH) protects the payload, even the knowledge that there exists
a communication between two parties can be sensitive.

The legislation varies from one country to another and it is not always clear if
something is permitted or not as legislation does not usually refer to a particular
technology but speaks in generic terms. The Finnish legislation, for example, is
quite strict against even inadvertent unauthorised wiretapping. Revealing that
there has been communication between two parties can result in a fine or even
imprisonment.

US federal code 18 U.S.C. § 2511 “Interception and disclosure of wire, oral, or
electronic communications prohibited” prohibits wiretapping in general but allows
it for an operator, if needed by network operations, or by a court order.

2.5.2.1 Finnish legislation

In the Finnish legislation, two laws and one statue protect privacy of communi-
cation, all updated in 1999 or 2000:

• Penal law, Chapter 38 about data and communications crimes7

7Rikoslain 38 luku, tieto- ja viestintärikoksista.
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• Communication law 121 about privacy protection in telecommunications
and data security in telecommunications8

• Communication statue 121a about privacy protection in telecommunica-
tions and data security in telecommunications9

The Communication law 121 defines among others the following terms:

Person identification. All information describing a person or one’s properties
or living circumstances. Based on this information a single person, one’s
family, or people living in a same household can be identified.

Teleprovider. A person or a legal entity that provides teleservices for other
public.

Subscriber. A person or a legal entity that has made agreement with a telepro-
vider to be able to use services provided by the teleprovider.

User. A person who is using teleservices.

Identification information. Subscriber or user’s number or other identifica-
tion generated or stored in establishing teleconnection.

The basic principle in the Finnish legislation is that if a message is not intended
for public, it is confidential. If a non-intended recipient receives a confidential
message, one may not indicate the content or existence of the message or utilise
the information in the message without permission (Cl 121 4 §).

The reasoning for not making the reception of a non-intended message criminal
is that one may unintentionally receive a private message. A marine VHF system
is an example of such system where one may hear a private communication by
change. If a message is protected somehow, for example with encryption or with
a physical envelope, it is prohibited to remove the protection (Pl 38 3 §).

2.5.2.2 What is sensitive in Internet protocols

If one looks at the IP header (Figure 2.5), most of the fields are non-sensitive.
There are only two fields that carry sensitive data: the sender’s address and the

8Vi 121, laki yksityisyyden suojasta televiestinnässä ja teletoiminnan tietoturvasta.
9Vi 121a, asetus yksityisyyden suojasta televiestinnässä ja teletoiminnan tietoturvasta.
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Figure 2.5: IP datagram header structure [Pos81b].
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Figure 2.6: UDP header format [Pos80].

recipient’s address. They identify the communicating parties to the host granu-
larity. In many cases, this is the same as to a single person and thus it is a person
identification.

The check sum field can be sensitive, since if all other fields are known except the
address fields, it is possible to rule out some set of possible IP addresses. Based on
the TTL value, it is possible to guess how many hops the IP packet has travelled
as implementations use values of 32, 64, 128 and 255 for TTL. The total length
of an IP datagram can give some information about upper protocols. However,
the information in these fields cannot be considered sensitive, as there are many
possible matches.

The UDP (Figure 2.6) port numbers are used to identify the application. Based
on the information one can answer the question: “is somebody using certain appli-
cation in this network”. Again, it depends on the number of users in the network
whether this information is sensitive. The UDP checksum may reveal something
about payload data if short packets are used and all of the source and destination
IP addresses and UDP port numbers are known. Those are used in the pseudo
header to calculate the check sum.

The same discussion about port numbers and check sum applies also to TCP
(Figure 2.7) as they have the same functionality. Other fields in the TCP header
are related to connection setup or flow control and do not reveal any other in-
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Figure 2.7: TCP header format [Pos81c].

formation than bytes transferred over connection. A pointer for urgent data may
carry some application semantics.

The payload carried in UDP or TCP packets can be considered sensitive as the ap-
plication data may contain for example private email. This information is clearly
protected by legislation.

To conclude, both the IP addresses and the payload are sensitive information. The
check sum field in short packets may also contain some sensitive information.

2.5.2.3 How to protect privacy

The destination and source IP addresses potentially identify (with the accuracy
of a single person) the communicating parties. To work safely, the IP addresses
should be sanitised. There are several possibilities to remove sensitive information:

• Each network address is replaced with a random number. This makes it
practically impossible to trace a single user in a large network. The problem
is that topology information of the network is lost.

• Lowest-order byte of the network address is replaced with a random number.
This will protect a single user in most cases and still preserves routing
information.

• Routing prefix is maintained intact, subnetwork and host parts are replaced
with a random number. This also maintains the network topology but allows
a greater level of privacy as the route prefix can be quite short.

This, of course, requires that routing information (BGP or similar) is avail-
able for the measurement device. One can also use a list of autonomous
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systems.

2.6 Conclusions

Traffic measurements can be either passive or active. Active measurements mea-
sure the state of network at that moment while passive measurements measure
either end system characteristics or a combination of network dynamics and end
system functions.

There are several measurement efforts underway: some co-operation is needed as
the traffic mix and network characteristics can be very different in different parts
of the Internet. Also specialised measurements need system setup at both ends
of a connection to measure both directions of data flows. Time synchronisation
is also a demanding task. The GPS system provides a good timing reference but
it needs specialised hardware.

The IETF IPPM working group is doing work to establish common metrics and
methods to measure network performance. The ITU-T is also working for similar
metrics [ITU99].

Efficient handling of measurement data is one of the challenges for Internet mea-
surements; especially for traffic capture.

In many papers the measurement period has been quite short, especially in papers
where some stochastic model fitting had been done. Following metrics have been
proposed to be calculated from long-run measurements:

• Protocol and application distribution, traffic volume by day, date and di-
rection like in [TMW97].

• Hurst parameter estimation using different statistical methods [JW97].

• Traffic measures to identify the peak rate [EW94].

• Estimating instantaneous RTT measuring time between sent data and re-
ceived acknowledgements [Mog92].
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Chapter 3

Network measurement setup

The practical part of this work consisted of two tasks: to implement a measure-
ment system and to capture protocol header data for analysis. The choice of an
equipment is dependent on technology used on the link to be monitored. The
link between the Networking Laboratory and the rest of the campus of Helsinki
University of Technology was chosen as it was easily accessible and measurements
on it did not need any special agreements or arrangements. The technology used
on the link was ATM on optical multimode fibre at the speed of 155Mbit/s. The
IP protocol was carried over LAN Emulation [Com97] emulating Ethernet.

3.1 Measurement organisation

There were approximately 30 to 50 users – mainly researchers – in the labora-
tory using the link as the access to the Internet and campus services from their
LAN-connected PC’s and workstations. There are also two public web servers
in the laboratory, which are mostly accessed by students as they provide course
information and material. The web servers have also off-campus users as there are
hundreds of student reports, which have topics of public interests. In the network
there are also email servers for laboratory personnel and some smaller services. It
is thus possible to thus monitor both the access and the server ends at the same
location.
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3.1.1 Measurement equipment and software

The measurement system is Intel-based PC (IA32) with 256MiB of memory and
4 SCSI3 disks. Measurement cards are DAG3.2 cards by Waikato University (NZ)
[DAG]. The cards are set up to capture two first cells of every protocol data unit
(PDU). Two-cell capture is needed to record TCP flags in the LAN Emulation
network [Com97, p. 51] [Pos81b, Pos81c].

The card transfers cells with timestamps to a central memory where they are
available for the software that reassembles the PDUs. As the PDU boundaries
are not preserved if there are more than two cells in a PDU, a simple logic is used
to keep conversion synchronised in the PDU stream. Each cell expected to be the
first cell of a PDU is checked if it contains a valid IP header. An IP header is
considered to be valid if and only if:

1. IP version equals 4.

2. Header length is equal to or greater than five 32-bit words.

3. Header length is less than nine 32-bit words.

4. Check sum for a header is valid.

It is also checked that the cell is not the last cell of the PDU as it might be in
the case of a short UDP packet. If not, then another cell is waited for before the
reassembled packet is passed to compression routines.

3.1.1.1 Flow based compression

Network traffic capture with current link speeds needs much storage. For network
monitoring aggregate metrics can be calculated and data reduced even further as
needed information is known in advance. For research purposes, it is not always
known what information is important. If possible, all of the header data is saved.
However, there are many fields in the IP, UDP, and TCP headers that do not
change over the lifetime of a connection when observed at a single location, as
described in Section 2.3.

The method described in [Jac90, DNP99] is to code only the difference between
consecutive packets in same flow and use a short code for default (in-order de-
livery) case. The method is intended to be used when the number of connections
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is small, e.g. on first-hop links. However, a larger identifier space can be used to
identify more simultaneous connections. The source and destination IP address,
the protocol number and, in case of UDP and TCP, also the port number, define
a flow. These values are used as input to a pseudo random number generator
(PRNG) whose result modulo a prime number P is an index to a table of size P ,
effectively a hash table.

The packet is compared with the one in that table position. If the packet belongs
to a different flow than the one in the table entry (hash collision, or previously
vacant position), the packet is inserted into the table and a new flow record
(packet headers as such) is written to the output stream and the packet is saved
in the table. If the packet belongs to the same flow, the difference between these
two packets is identified. If the packet is:

1. TCP packet, then check if other TCP fields (except the check sum) are the
same and if it is the one of the following cases:

(a) ∆seq = databytesn−1 (in-sequence), ∆ack = 0, and data length equals
⇒32 bits

(b) ∆seq = databytesn−1, |∆ack| < 215, and data length equals ⇒48 bits

(c) ∆seq = databytesn−1, |∆ack| < 215, and data length differs ⇒64 bits

(d) ∆seq = 0, |∆ack| < 215 ⇒48 bits

(e) |∆ack| < 216, |∆ack| < 215 ⇒80 bits

If the flags were different, or sequence or acknowledgement numbers were
out of 32KiB range, then all of the datagram is stored. TCP options are
saved as such as there is no efficient way to compress SACK [MMFR96]
or timestamp [JBB92] options. The EOP and NOP options [Pos81c] are
removed.

2. UDP packet, check if the size is the same in both

3. ICMP packet, check if the type, code and possible extra fields are the same

4. IP-in-IP: save flow info and find a flow for the encapsulated IP packet

5. other packet: save the IP header

Time information with a microsecond resolution is stored with variable-length
coding: if the time difference with the previous packet (not necessary in the same
flow) is:
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• < 215 µs (32ms) ⇒coded with 16 bits,

• < 231 µs (2 s) ⇒coded with 32 bits,

• else ⇒coded with 96 bits.

If a finer granularity is needed, it is trivial to change the base unit to nanoseconds,
in which case the limits change proportionally.

In an optimal case, where an in-sequence TCP segment arrives within 32ms of
the preceding packet and no hash collision happens, the packet is stored with
48 bits, i.e. 6 bytes in contrast to 48 bytes without compression. Of course one can
also use general-purpose data compression. The non-flow compressed file yields a
better compression ratio because of greater redundancy, but still the advantage
is on the order of 1:2.

3.2 How to sanitise network addresses

There are several approaches to solve the privacy problem described in Sec-
tion 2.5.2. One commonly used method is to replace the IP addresses in network
traces with sequentially allocated numbers. A table is maintained for mappings
between real and fake addresses. Once the remapping is done, one cannot know
which fake address corresponds to which real address. This approach has, how-
ever, several drawbacks:

• Topology information is lost.

• There is no mapping between subsequent traces unless the table of mappings
is stored securely.

• It is not possible to correlate traces from different points of network.

• The table may grow large and thus become difficult to store, especially in
a measurement device.

To overcome these problems, a new cryptography based solution was designed.
A brute force search over the whole data set is feasible because there are only a
limited number of IP addresses. The algorithm must be selected carefully for this
reason.
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There are several ways to generate the encrypted value. One possibility is to use
keyed-hashing [KBC97]: concatenating a secret value with the IP address and
calculating hash value over this data. If the hash function is cryptographically
secure it is not possible to find out the IP address provided that the secret is
long enough to prevent a brute-force search. Another possibility is to use data
encryption. A symmetric encryption was selected because of faster operation in
comparison with keyed-hashing or asymmetric encryption.

3.2.1 A solution to sanitise network addresses

The system takes at maximum a 1024 byte secure key, which can be read from a
file or from a stream. Reading from a stream is recommended in order to avoid the
secure key being written to a disk if the secure key is protected with encryption
such as OpenPGP [CDFT98]. If a single trace without mapping between different
traces is wanted, /dev/random or a similar source of random bits can be used as
a key. A 128-bit key for Blowfish [Sch96, p. 336] is generated using MD5 over the
supplied key.

Each time an IP address is seen in a packet, either in the IP header or in some
other location, such as in data part of an ICMP message, it is scrambled. A table
similar to a routing table is then consulted to find “hostpart”, i.e. how many bits
from the address should be scrambled; the “network part” is left unencrypted. The
original IP address is concatenated with a 32-bit block of the key and encrypted
into a 64-bit value using Blowfish in ECB mode. As the encrypted addresses
should be evenly distributed, the low part of the encrypted value is used as an
index to the hash table. If there is no entry at that location or the entry is
different, a special token is written into the packet output stream with the top
24 bits of real address1 and encrypted value.

The original IP address in a packet is replaced with a value that has its topmost
8 bits from the original address and lowest dlog2 tablesizee bits from the encrypted
value. A new record is written onto the stream in case of hash collision. If the
table is large enough, the collisions are expected to be rare. There is a possibility
that two addresses in the same IP packet produce the same hash value but this
can be resolved in decoding.

When the compressed and scrambled stream is expanded, the encrypted values
are used as a key to the database where the random IP addresses within each

1The network part can be shorter than 24 bits, in that case lower bits are zero.
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secret key MD5 Blowfish key, 128 bit

IP address 32 bit of key encrypted value
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data
structure

Figure 3.1: Scrambling of IP addresses.

byte contents description
0 Enc|10.2.3.0|71ee1331 . . . IP address scramble info

12 Enc|192.168.0.0|b64af064. . . IP address scramble info
24 t=971702544.237632|(ip+tcp) IP packet
86 Enc|192.168.0.0|4af0b664. . . IP address scramble info
98 t=971702544.246370|(ip+tcp) IP packet

Figure 3.2: Example of trace file contents with encrypted IP address.

network are generated. If there is no database entry for the encrypted value, a new
free random IP address within the network is selected and used as replacement for
the encrypted value. A single encrypted IP address maps always onto the same
replacement value as the database is disk based and persistent. This makes it
possible to keep one-to-one mapping between different traces and there is no need
for any database functionality in the measurement device. This eases performance
requirements for the measurement device, which can be seen as a filter that takes
IP traffic and produces a privacy-protected stream of packet headers. An example
of the file contents is shown in Figure 3.2.

The database used for one-to-one re-mapping of IP addresses contains no sensitive
information and thus does not need any special handling. The only data that must
be protected is the secret key used in the measurement device.

3.2.1.1 Possibility to address disclosure

The address scrambling has one weak point, namely it is vulnerable to chosen
plain text (in this case chosen IP address) attacks. If the Evil knows that there
is an on-going measurement and that the results will be published, one can find
out mapping between selected IP addresses.
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count that some packets may be lost.

Figure 3.3: Chosen IP address attack.

The Evil sends some, possibly handcrafted, IP packets in some defined pattern; as
the port numbers are left intact, one may utilise them to carry extra information.
The aim is to be able to locate packets from scrambled and published data. As one
locates the packets (maybe using timestamps as a helper) the value corresponding
one’s IP address is found.

When the Evil has supplied enough packets to learn its own IP address, one can
send packets to those hosts one wants to learn about. If this is done in some
redundant pattern, the sender can learn any IP address, if the packets to the
wanted destination pass the measurement point. It may also be possible to use
forged sender address to learn IP addresses on the same side of the measurement
point unless strict network ingress filtering is enforced [FS00]. See Figure 3.3 for
description.

One must note, however, that this attack is applicable also for the popular se-
quential replacement approach.

3.2.1.2 Implementation issues

There are some practical issues regarding the real security of measurement traces.
One problem is that the encryption key is kept in memory all the time and may
be written on a swap disk. It would be possible to mark the memory location
containing both the original key and expanded key non-swappable.

It can be considered, however, that the probability that the key gets written to
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disk is quite low because:

• The keys are accessed frequently.

• The measurement system is a real-time one that should be dimensioned so
that there is no need to use disk for virtual memory to guarantee acceptable
performance.

• Physical security of equipment location must be maintained.

The selected key size (128 bits) is considered to be safe for now. In future, there
may be a need to make the key longer. As an extra measure, a part of the secret
is appended to the data to be encrypted. If there is some way to do brute force
search, this should make it a bit harder.

3.3 Measurements for this work

The measurement period of 537 days started October 10, 2000 and ended by the
end of March, 2002. A summary of the traffic statistics is shown in Table 3.1. Due
to hardware problems, there are missing time periods from traces so data used in
the analysis includes data of 431 days.

There are two sets of measurements, one including packets that arrive from hosts
external (E) to the laboratory and packets that depart from hosts in (I) labora-
tory.

The user impatience study (Chapter 6) used the same datasets. For that study
only TCP connections to port 80 were included. Summary of this subset is in
Table 3.2.

Table 3.1: Statistics of measurements.

Category E I
Packets 600,945,166 503,318,744

of TCP 539,840,695 (89.8 %) 484,013,626 (96.1 %)
of UDP 56,847,171 (9.5%) 16,168,059 (3,2%)

Bytes 435,083,338,789 261,691,633,560
of TCP 394,736,887,275 (90.7%) 257,054,366,316 (98.2%)
of UDP 39,572,939,529 (9.1%) 3,755,149,419 (1,4%)

Source hosts 380,902 128
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Table 3.2: Statistics of user impatience measurements.

Category E I
Connections 4,810,029 3,605,436
Aborted connections 621,720 (13%) 977,791 (27%)
Bytes in aborted connections 26.7% 39.1%
Unique client hosts (IP) 141,827 95
Average number of connections per host 25 41,826
Median number of connections per host 3 20,034
Average TCP throughput [bit/s] 127,275 246,045
Median TCP throughput [bit/s] 23,019 28,872
Average transfer size [B] 15,909 30,755
Median transfer size [B] 3,443 7,556
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Chapter 4

Identifying network traffic classes

A large number of applications is being used in the Internet. Currently IANA lists
more than 3,400 assigned TCP and UDP port numbers for different applications
protocols.1 A TCP or UDP port number would seem like an ideal choice for an
application identification. There are, however, a few problems associated with
this approach.

4.1 Problems of port-based identification

To start with, some applications do not use fixed port numbers at either end but
select both ports dynamically. Examples of this type of protocols are RTP and
ONC RPC, which negotiate port numbers before data connection is established.

Another problem is that common protocols are used in non-standard ports. While
some protocols such as SMTP must use well-known ports, for other protocols it
is possible to specify port used. There are at least two specified methods to select
non-standard port: URLs and DNS SRV records. For URLs, some schemes allow
specifying port number with host name, for example
<URL:http://www.example.com:123/> would instruct web browser to connect
to port 123 instead of default 80 on host www.example.com.

The DNS SRV records are not yet widely used but this may change in the future.
They records allow locating services in a possible redundant way. If a client wants
to access LDAP server for domain example.com using TCP, it first queries for
SRV record for _ldap._tcp.example.com. In a successful case, it receives a list

1In most cases, both UDP and TCP port numbers are allocated for an application even if it
uses only TCP or UDP.
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of host names and port numbers with priorities and preference weights [GVE00].

Further, an application may use non-standard ports to masquerade as another
application. Some protocols may be given higher priority based on port numbers
in a network. One may benefit from using non-preferred application with the same
port numbers as used by high-priority protocol. Another reason to masquerade
is to go through a simple firewall that only filters by port numbers allowing only
important or “useful” applications to pass.

If an application may be in different ports, it is also possible that an application
may have different roles. An example of this kind of application is SSH. The
SSH protocol supports terminal connections, file transfers and arbitrary TCP
tunnelling and it uses the same port number for all of those – even in one TCP
connection there may be multiple different connections. Similar problems exist
with other tunnelling protocols.

To conclude, a foolproof identification of an application using only port numbers
(i.e. stateless information) is difficult. However, each application has its own way
to communicate. One can differentiate applications by comparing packet size
and packet interarrival time distributions and flow lengths. This decision cannot,
however, be made without state information or real-time, so one possible way to
utilise this advanced identification is to verify performance of port- and address-
based identification.

4.2 Application types and their characteristics

As noted before, there are a vast number of applications specified. In addition,
each application protocol can be used in different ways, for example SSH as
explained above. Still, it can be claimed that the majority of protocols can be
classified into a few distinct classes based on their properties. In the following
these classes are described.

4.2.1 Dialogue applications

Dialogue-type applications transfer data both ways, typically in turns. It depends
on type of application how much data is transferred in each turn. It is also possible
that both end points transfer at the same time if application in use supports
pipelining or similar asynchronous execution.
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4.2.1.1 Terminal applications

Remote terminal or virtual terminal is one of oldest applications used over a
network. Instead of connecting terminal directly to a host computer, connection
was carried over the network. A user types in commands and those are transported
to the other host and responses are printed back.

The data flow is typically asymmetric: when the user types a character these are
echoed back. Every now and then a larger fragment of data is received. Models
of interactive telnet sessions can be found from [Pax94, PF95].

4.2.1.2 Command-response dialogue applications

Many Internet applications are line-oriented: a client connects to a server and
issues one-line commands (some tens of characters) to which server replies by one
or few line response. An example of this kind of application is FTP. The FTP
protocol uses separate TCP connection to transfer files [PR85].

4.2.1.3 Command-response with embedded transfers

This application is quite similar to the previous one. The difference is that also
longer data fragments are transferred using same connection thus there are short
packets and also long packets. Examples of this kind of application are NNTP,
IMAP and POP message transfer protocols [KL86, Cri96, MR96].

The SMTP protocol is different in the sense that bulk transfer goes towards the
server while in other protocols the direction of data transfer is from the server to
the client. The NNTP protocol is bi-directional in data transfers as a client may
also send articles. In NNTP server-server communications articles are exchanged
both ways.

An example of SMTP dialogue is shown in Figure 4.1. The server indicated in
response to EHLO that it supports pipelining. The client can send both the sender
(MAIL FROM) and recipient (RCPT TO) commands in one burst. Use of PUSH flag
indicates end of command or end of document transfer.
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Time ⇒ Flags Bytes Comment
0.000 C S S 0 Client initiates TCP connection
0.785 S C S 0 Server responds
0.786 C S . 0 Handshake completed
1.835 S C P 49 Initial status code
1.835 C S . 0 Acknowledged (TCP)
1.836 C S P 18 Client sends EHLO
2.725 S C . 0
2.855 S C P 271 Server reports capacities
2.856 C S P 80 Sender and receipient
3.705 S C P 35 “Sender ok”
3.715 S C P 32 “Receipient ok”
3.735 S C P 40 “Send data”
3.736 C S . 0
3.736 C S . 1364 Email body
3.736 C S . 1364 . . . continues
5.545 S C . 0
5.545 C S . 1364 . . . continues
5.546 C S P 159 . . . continues
6.826 S C . 0
7.826 S C . 0
7.836 S C P 15 “Received ok”
7.876 C S . 0
7.886 C S P 6 “Quit”
7.886 C S F 0
8.756 S C P 34 “Server closing”
8.756 S C F 0

Figure 4.1: SMTP dialogue as network trace. Packet exchange between the client
(C) and the server (S) are listed one by line. “Flags” column indicates
TCP flags and “Bytes” are application bytes excluding IP and TCP
header.
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4.2.2 Transaction applications

4.2.2.1 Short command-response with no persistence

One of most widely used transaction applications in the Internet is DNS which
takes care of mapping names to IP addresses, locating services and similar overlay
network management. In a typical scenario, a client sends recursive query to a
local DNS server which then performs zero or more non-recursive queries to find
the answer.

If a name server receives a recursive query, it tries to resolve an answer to the
query and return the answer to the client. If the query is non-recursive, the server
replies with an answer if it knows the answer or with a pointer to another server,
which should know more about query.

There are different, non-exclusive roles a name server can have. The first role is
to act as an authorative name server for a domain. The server receives queries
from different servers all over the network and there is not much of persistence
in flows. Another role is that of a resolving name server that collects necessary
information on behalf of its clients. It receives a number of queries from a small
local set of hosts and queries servers all over the network.

4.2.2.2 Command-response with long data part

Probably the most common application protocol prevalent in the Internet is
HTTP, which is used for web document transfers. The first widely used ver-
sion of the protocol (1.0 [BLFF96]) was a simple one. A client sent a request to
a server, which replied with a response (Figure 4.2). The request included the
operation, typically GET or POST, request-URI and HTTP version as the first line
and possible header lines that provide additional information about the request
and the client. The median request size was approximately 300 bytes excluding
IP and TCP headers for measurements described in Table 3.2. More than 95%
of requests were less than 1000 bytes in size.

The server replies with a response that includes header fields and the document
itself. The header fields provide document and server information, such as a last
modification time and a media type of the document. The median response size
was 7,500 bytes for the dataset I and 3,500 bytes for the dataset E with 95%
quantile at 20 and 50 kibibytes, respectively.
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Time ⇒ Flags Bytes Comment
0.000 C S S 0 Client initiates TCP connection
0.829 S C S 0 Server responds
0.830 C S . 0 Handshake completed
0.830 C S P 388 Client sends request
2.170 S C . 512 Server responds
2.170 C S . 0
2.300 S C . 512 . . . continues
2.300 C S . 0
3.080 S C . 512 . . . continues

Document is transferred
4.930 S C FP 112 Last segment, closed
4.930 C S F 0 Client closes
5.570 S C . 0 Final ACK

Figure 4.2: HTTP dialogue as network trace.

Version 1.1 introduced persistent connections making it possible to perform mul-
tiple request-response exchanges over one TCP connection [FGM+99]. This im-
proves network performance as TCP can better adapt on network conditions
and latency in connection establishment is avoided [NGBS+97]. It is also possi-
ble to pipeline requests further improving performance if the requests are non-
idempotent, i.e. do not have side effects if failed [FGM+99, p. 46].

The use of persistent connections changes flow properties somewhat by removing
strict alternation from client-server pair. Based on the measurements, multiple
document transfers constitute still a small proportion of all transfers. More than
90% of HTTP connections had only one request and less than one percent had
four or more. Some of the connections had tens of requests.

4.2.2.3 One-way transfers

FTP (see Section 4.2.1.2 above) uses TCP connections to transfer files. One file is
transferred over one TCP connection. This transfer is one-way. On the network,
large segments travel in one direction and acknowledgement-only packets travel
in another direction.

4.2.3 Streaming applications

Streaming applications are the ones which transmit real-time or near real-time
media content, typically audio and video. So far, many applications are based on
proprietary technologies and there exists little documentation on those. According
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to [MH00], the Real audio flows over UDP have a near-constant packet size that
depends on the media target rate. Packets were not sent at constant intervals but
they were sent in small bursts.

There were only few instances of streaming applications that could be reliably
identified. According to [LIP99], where streaming media and VoIP traffic were
monitored, real-time applications have both their packet size distribution and
packet interarrival time distribution uni-modal.

4.2.4 Network scans

Malicious network users try to locate systems that are easy to compromise, most
often to use them as stepping-stones to hide their true origin in attacks against
other systems. The network scans can be divided into two main categories: those
trying to find out services available at a particular host and those trying to find
out if there is any host that provides some service. The service in question may
be one with a security vulnerability or a trojan software.

These two types both result a large number of short flows. In the first case the
destination port number changes and in the second case the destination address
changes. One of the identifying factors for the latter case is that there is traffic
to non-existent hosts in the network. A malicious worm, such as Code Red, may
initiate network scans to locate vulnerable servers it could infect.

For purpose of this study, only simple scans were studied. From a 48-hour, 5-
tuple E dataset TCP flows with only one packet were selected. Furthermore, all
packets destined to port 113, identification protocol [Joh93], were ignored as only
few hosts run identification protocol server which could reply to queries. Packets
are filtered based on their destination port at HUT access router. The filtering
applies on Windows networking protocols and SMTP among other and reduces
proportion of those protocols if not completely removes. Protocols are further
filtered at Networking laboratory access router. The measurement location is
between access routers, thus end systems do not see every packet the measurement
system records.

There was 361,270 probes from 23,995 source addresses.2 Daily count over mea-
surement period is shown in Figure 4.3 with monthly average. One should note
that also licit attempts might record as network scans if the server fails to re-
spond. However, a client usually resends connection establishment packets a few

2Because of possible source address spoofing, we cannot know the exact number of hosts .
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times and the flow will have more than one packet.
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Figure 4.3: Daily count of network scan packets. Outside of figure is 2002-03-03
with 19,479 packets.

The most popular destination ports were 21 (FTP), which received 44,532 probes,
22 (SSH, 21,223), 80 (HTTP, 16,448), and 53 (DNS, 12,716). All of those ser-
vices have security vulnerabilities in some widely used implementation or rife
misconfiguration. Based on sample of source addresses, a significant portion of
scans originates from home computers with broadband access, small business and
schools; from organisations that do not always have a professional computer ad-
ministration. Those systems are probably compromised and used to locate more
vulnerable hosts.

Another group of ports are services that are not accessed over Internet but are for
local use only. These include ports 515 (printer, 6,420), 111 (portmapper, 3,678),
6,112 (dtspcd, 2,241), and 98 (linuxconf, 425), which all have vulnerabilities. In
general, there is not licit use for those services outside of organisation.

Third group includes scans for backdoors opened by exploits on vulnerable ser-
vices or by trojan software. Those backdoors listen on certain ports and do not
have any access control by default. One can search for backdoors opened by email
viruses, trojans, worms or exploits even if one has not initially broken in. For ex-
ample, the Code Red II worm made it possible to execute any commands on
infected host using HTTP commands [SPW]. Popular backdoors included sev-
eral ports used by Sub Seven trojan, Senna Spy and backdoor by statd exploit
[CER99].

4.2.4.1 Life span of whole-network scans

Hosts, which scanned more than 100 hosts and sent only one packet to each host,
were selected from above set resulting 285 hosts. Time from the first packet to
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the last packet was measured for each source address. The fastest one sent 254
probes in 0.027 seconds while the slowest one used 2 hours 20 minutes for 212
probes. The median was 36 seconds. A cumulative plot is in Figure 4.4.
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Figure 4.4: Cumulative count of one-pass full scans

4.3 Conclusions

The applications used in a network are dissimilar. Each application has its own
logic and that will result in network traffic typical to the application in question.
Based on these characteristics it would be possible to identify applications in the
network.

Network scans are a different class of “applications”. Identifying those can help
protecting network from break-in attempts. While it would be easy to notice scans
with packet rate of 9,000 packets per second, slower ones are difficult to identify,
especially if done in distributed manner [SPW].

Over time, applications have been used as substrate to another application if the
other application is not available [Moo02]. For example, if a host did not provide
FTP service [PR85], files could be transferred using modem transfer protocols
over telnet connection [PR83], which is a very inefficient method. A modern
equivalent is (ab)use of HTTP to pass through firewalls. Even streaming media
is being delivered over HTTP connections.
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Chapter 5

Flows of network traffic

5.1 Flow definition

A flow is a series of packets travelling from one part of the network to another
[JR96]. A flow can be either unidirectional, i.e. packets travelling from A to B be-
long to a different flow than those travelling from B to A, while in a bi-directional
flow they belong into the same flow. While a bi-directional flow data provides
better insight into the behaviour of individual protocols and applications, it is
not always readily available in the core network because of asymmetric routing
[CBP95, Pax96].

5.1.1 Flow granularity

A flow can be defined with very different granularities. In a core network, the
operator is usually interested in how traffic flows from one AS to another. To
provide a QoS class for an application, a transport layer port numbers must be
used. Possible granularities can be defined as in [Lof97], with extensions by the
present author, as follows:

• application, identified by

– TCP or UDP port numbers

– transport protocol

– IPSec SPI [BO97]

– IPv6 flow identifier
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• host, identified by

– network layer address (IP address)

– link layer address (e.g. MAC address)

– hostname (e.g. DNS name)

• network, identified by

– address prefix

– AS number

– domain name

– arbitrary group of hosts

• traffic sharing a common path in the network, identified by

– link (interface on router)

– ATM or FR virtual channel identifier

– MPLS path

– AS path

Different granularities are useful on different occasions. It is possible to define
additional granularities based on other criteria, but to be useful for classification,
for example, the decision must be made on information contained in a single
packet.

Different granularities need different amount of information, but a typical case
needs following information for IPv4:

• source host IP address,

• destination host IP address,

• transport protocol,

• source port,

• destination port,

• start time of flow, and

• end time of flow.
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This information is enough to identify a flow up to the transport layer. If there ex-
ists some multiplexing on the application level, e.g. when using SSH or some other
tunnelling, it cannot be identified. For example, to accurately identify properties
of documents transferred over HTTP connection, one must record all of TCP
segments and compile all of the transferred streams [Fel98].

An interesting variant of a flow definition ignores the destination port number.
Using this definition it is possible to join all communication between a client and
server using same protocol to one flow. This is useful as the client port number
is random and possibly changes for every (TCP) connection.

5.1.2 Timeout for flow

As a flow is a series of packets travelling from one part of network to another
part of network it is also limited in time. Packets are aggregated over time period
and the ones sharing some identifier for a flow, belong to the same flow. A flow
is considered active as long as the inter-packet intervals are shorter than selected
timeout value.

The timeout value varies depending on analysis requirements and available pro-
cessing and storage capacity. Based on the study in [CBP95], a timeout value of
64 seconds (or 60 seconds) is commonly used. Other values used are 600 seconds
in NeTraMet monitor [NeTb] and 1800 seconds (30 minutes) in Cisco NetFlow1

[Neta].

Another issue is the capture time used. Because of vast memory requirements,
captures are usually 15-minute or one-hour samples taken from the network.
While most of flows are well shorter than one hour, there exists considerable
number of flows that are longer. This is studied in Section 5.2.1.

These flow timeouts do not catch longer periodic cycles of network traffic. To
capture natural cycles of day and week a longer timeout is needed. If a news
web site, which a user visits daily, is observed, there is a persistent flow which
has interarrival times of approximately 24 hours between daily visits, interarrival
times of few minutes as user reads pages, and sub-second interarrivals to retrieve
page components.

Weekly behaviour can be captured if the flow timeout is set to 48 hours. This
will result in a flow being broken over weekends and vacations but persisting over

1Netflow uses shorter timeout value if there is not enough memory to store default period.
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working days. Also destination port should be ignored if one wants to include all
of client-server traffic into a single flow.

5.2 Results from flow measurements

For this work, three different definitions of flow were used.

1. Complete 5-tuple was used for TCP and UDP. For other protocols (like
ICMP) source host, destination host and protocol defined a flow.

2. For HTTP impatience study (Chapter 6) flows were delimited by SYN/FIN
or SYN/RST segment pairs.

3. The destination port was ignored from 5-tuple and flow timeout was 48
hours for all protocols as it was not possible to follow TCP connection
setup and sequence numbers when the destination port is ignored.

The latter one corresponds to a client accessing a service at a same server. This
would reveal more of human behaviour using application or applications.

The user impatience study (Chapter 6) allowed a comparison between TCP con-
nections and TCP flows for HTTP protocol. It was found out that a 60-second
timeout with 5-tuple resulted in 3 – 7% more flows than there were TCP con-
nections. The figures were opposite if partial TCP connections were included. A
partial TCP connection is one that is not ended with FIN or RST. A typical one
is a connection attempt where a server fails to respond.

5.2.1 Distribution of flow lengths

An extended measurement period shows that many flows are very long and a
great amount of bytes is transported over these long flows. If normal 5-tuple (see
above) is considered, approximately 99,9% of flows are shorter than one hour but
they carry only 70 – 80% of bytes.

Cumulative distribution of flow lifetimes and flow byte counts are shown in Fig-
ure 5.2 and 5.3.
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Figure 5.1: Cumulative distribution of flow lifetime with 60-second timeout.
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Figure 5.2: Cumulative distribution of TCP flow lifetime for dataset E .
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Figure 5.3: Cumulative distribution of TCP flow size for dataset I.
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5.2.2 Packet interarrival times by application

A group of most-used applications was selected for a more detailed study. The
protocols include

• FTP, both command and data connections (ports 20 and 21),

• SSH (port 22),

• SMTP (port 25),

• HTTP (port 80), also secure HTTPS (port 443),

• NNTP (port 119), and

• IMAP (port 143), also secure IMAPS (port 993).

The client port number was ignored and flow timeout of 48 hours was used. The
interarrival time for packet n was counted into bin N if the time difference tn−tn−1

was equal to or greater than 2N10−6 and smaller than 2N+110−6 seconds.

5.2.2.1 FTP interarrival times

The file transfer protocol (FTP) uses two ports: one for commands (21) and
another (20) for file transfers. Each file is transferred with one TCP connection.
The command connection has typical command-response dialogue application and
has potentially long intervals as connection is idle when file is being transferred.

10

100

1000

10000

100000

1e-06 0.0001 0.01 1 100 10000 1e+06
0

500000

1e+06

1.5e+06

2e+06

2.5e+06

packet interval [s]

I

I

E

E

Figure 5.4: FTP command packet interarrival times.

The command channel has approximately 30 times more connections with the
5-tuple, 60-second criterion than with the 4-tuple, 48-hour timeout.
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Figure 5.5: FTP data packet interarrival times.

5.2.2.2 SSH interarrival times

The secure shell is used for interactive terminal connections and to copy files
over the network from one host to another. It is also possible to tunnel other
TCP connections such as X11, POP, and SMTP over this secure connection.
This superposition results in a mixture of different processes.
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Figure 5.6: SSH packet interarrival times.

There is not much of difference (maximum twofold) in flow counts if 5-tuple or
4-tuple is used as criterion. Shorter timeout results in 5 to 20 times more flows
than the longer one.

5.2.2.3 SMTP interarrival times

The SMTP protocol differs from most other protocols in the sense that a majority
of data flow is towards the server, not from the server. As MTA has mail to deliver,
it connects to a recipient SMTP server and after dialogue transmits data.

In Figure 5.7 it is possible to identify three regions of interarrival times. Times
around 0.01 second correspond to acknowledgements of mail transfer. Times
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Figure 5.7: SMTP packet interarrival times.

around few seconds range result from server checking information (such as black-
lists for unsolicited bulk email) or doing longer processing. Times over few minutes
to few hours result from email users sending email messages.

For longer timeout values, the 5-tuple criterion has ten times the 4-tuple flow
count. In shorter time periods there is not much of difference and the timeout
value does not have much effect in the 5-tuple case.

5.2.2.4 HTTP interarrival times

The HTTP protocol contributes over 61% of outbound TCP traffic. It is a trans-
action type protocol where a client sends a request and the server replies with
response. It is possible to issue several requests over the same TCP connection.
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Figure 5.8: HTTP packet interarrival times.

For internal clients, there are quite a few connections at timescales from two hours
to 20 hours. This matches to “visit few times at working days” profile.
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5.2.2.5 IMAP interarrival times

The IMAP protocol is used for connections between MUA and MTA. The MUA
is usually configured to check email every now and then, typical values are from
5 to 10 minutes. This can be seen from Figure 5.9 where there is a peak around
10 minutes.
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Figure 5.9: IMAPS packet interarrival times.

5.2.2.6 NNTP interarrival times

The Usenet news, which are accessed via the NNTP protocol, provide discussion
groups on various topics. When a user opens a newsreader, it reads a list of
article counts in newsgroups. Then the user reads articles, which are retrieved
from the server one by one. As each article takes different time to read, the
packet interarrival times are between a second and few minutes. There are only
few connections from outside of the laboratory as the laboratory internal NNTP
server (external clients) provides only small set of mailing lists archived to the
news server.
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Figure 5.10: NNTP packet interarrival times.
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5.2.3 Flow timeout relation to flow count

Each flow application has its own characteristic packet interarrival times as de-
scribed in Section 5.1.2. Packet interarrival histograms were calculated over time
periods from 1 µs up to 48 hours using histogram bin sizes of 2N µs, 1 ≤ N ≤ 36,
i.e. every bin size twice as large as the previous one.

Overall distribution can be seen from Figure 5.11 for both flow resolutions (5-
tuple, 4-tuple), both directions (E , I) and for TCP and UDP protocols.

There is a significant increase in flow count for UDP connections for a timeout
around one minute. The NTP protocol for clock synchronisation queries a server
once a minute for the correct time. This contributes most of the increase as can
be seen from Figure 5.12, which includes a set of the most popular application
protocols on top of UDP.
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Figure 5.11: Flow count as function of timeout.

Overall distribution is shown in Figure 5.11 for both flow resolutions (5-tuple,
4-tuple), both directions (E , I) and for TCP and UDP protocols.
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Figure 5.12: Flow count as function of timeout for set of UDP protocols.
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Figure 5.13: Flow count as function of timeout for set of TCP protocols.
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5.3 Conclusions

The anticipated results based on analysis in Chapter 4 were found. Different
applications do have different flow properties. Packet interarrival times reflect
the underlying application logic and, for interactive applications, user behaviour.

Some applications are very sensitive for both the granularity and timeout, some
like HTTPS only for granularity. If wants to account network traffic at flow level,
using a 4-tuple would reduce the count of flows to half of the flow count using a
5-tuple.
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Chapter 6

User impatience

User impatience is an essential factor affecting network utilisation. It sets the
limit for the time a user is willing to wait without one’s task proceeding or any
indication of that. The network should fulfil the interactive user’s request to
transfer data as soon as possible. This results in non-smooth traffic demand.

Impatient users pose presently a problem for the telephone network operator. In a
telephone network, call setup occupies processor resources in telephone exchanges
and reserves capacity from intermediate links. If the caller aborts the connection
before the callee answers, the operator gets no revenue from the call. If the caller
thinks that the call does not proceed because of the network, the unsuccessful call
also results in dissatisfaction on the operator. The network should be designed
so that the PDD, the post dialling delay before a ringing tone is received after
dialling the last digit [E.492], does not exceed the time most people are willing
to wait for a ringing tone.

A similar scenario can be found in packet networks like the Internet. If a user
tries to access a web page, it results to several packets travelling in the network.
Depending on how the page is designed, there may be several connections to
different servers, each with different quality. If the user gets impatient and aborts
the transfer before the page is completely loaded, the page may or may not be
useful. If the page is not useful for the user, all data transferred have used network
resources in vain.

An unsatisfied user is a concern to the operator, but depending on the charging
scheme – whether flat rate or byte-based – the unnecessary data may be a problem
for the operator also as it takes resources from other connections.

User impatience in the telephone network has been studied for a long time. The
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delays in a telephone network are mainly dependent on the number of telephone
exchanges the call traverses through. In IN services, such as FreePhone, delays
can be more variable as there is communication between different IN entities,
database lookups and variable processing delays [Jor94]. In cellular networks, one
must balance between reneging of new customers and terminating calls on hand-
off [CCL99]. The author is not aware of any web traffic related studies about user
impatience.

The delay between a user action and the response is one of the important usability
factors. Usability studies have shown that if a user gets feedback for his action
within 0.1 second, the response is fast enough. If the task completes within 1
second, the user’s workflow does not get interrupted. If the task does not complete
within ten seconds, user attention is lost [Nie93, p. 135].

The Web use does not meet these requirements. Many web pages have not been
designed with the speed in mind. Even if the Internet is not congested, pages take
well over ten seconds to download for a typical PSTN modem user [Nie97]. A user
may have different expectations based on connection one is using. The ITU E-
model [G.100] is a computational model in transmission planning to derive trans-
mission rating factor R. To project user expectations in different environments,
it includes an advantage factor A that ranges from 0 on “normal” telephone to
20 on multi-hop satellite connections or similar hard-to-reach locations. In Equa-
tion (6.1) Ro is a basic signal-to-noise ratio. Impairment factors are divided to
simultaneous factors (Is), delay factors (Id), and equipment factors (Ie).

R = Ro − Is − Id − Ie + A (6.1)

Values of R < 0 correspond mean opinion score (MOS) of 1 and values R > 100

MOS of 4.5. Values between are interpolated using cubic function. The maximum
value of A is equivalent to one MOS step, i.e. the same quality results “poor” (2)
on “normal” telephone and “fair” (3) if user expectations are very low.

In Section 6.1 the user impatience is studied, where the delays originate from,
and how one can identify impatient users in the network. Section 6.3 contains the
results from the measurements. Findings are concluded in Section 6.4.
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6.1 User Impatience

An impatient user can be seen as a customer to a queueing system, who departs
before being completely served: he may depart before the service has begun or
during the service. The most commonly used model for the impatience is the
memoryless model: in each small time interval ∆t the probability that a surviving
connection will be aborted is constant.

6.1.1 Delay for the User

The delay in accessing web pages can be divided into several components. The
user experiences the total transfer time for all components on a page. A client
requests each element on the page with an HTTP transaction from the server. If
both the server and client support HTTP/1.1, multiple elements from the same
server can be transferred over one TCP connection.

In each TCP connection several TCP segments are transmitted. Each segment is
subject to dropping or delay at some point in the network because of congestion.
The total delay for each segment has two components:

• Deterministic delay, which is caused by the physical propagation delay in
the transmission medium and the time the network elements need to process
the packet including the transmission delay. This can be referred to as the
“delay in an unloaded network”.

• Queueing delay, which depends on the network load.

A segment loss slows down the connection as time outs and retransmissions take
place. The throughput of a long TCP connection is approximately proportional
to 1/

√
p, where p denotes the packet loss probability [MSMO97]. Most HTTP

connections, however, are short – in this measurement the median is around two
kibibytes – i.e. a few TCP segments and the formula is not valid for those.

6.1.2 User Impatience in a Network

Web traffic (HTTP [BLFF96, FGM+99]) is carried on top of the TCP protocol
[Pos81c]. In the normal case a TCP connection starts with sequence number
synchronisation, where the initiating party (client) sends a TCP segment with
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Figure 6.1: HTTP transfer in normal and aborted case.

the SYN flag set. The other party (server) replies to this with a segment having
SYN and ACK flags set, which is then acknowledged by the initiating party. At
this point the connection is set up.

When the TCP connection has been set up the HTTP request, including the
headers and possible data, is sent to the server. The server processes the request
and returns an appropriate response containing headers and document data. At
this point the connection is closed if HTTP/1.0 is used. If both the client and
the server support HTTP/1.1, more requests can be communicated on a single
connection, or the connection can be left active to wait for more requests from
the same server.

When the transfer is completed, the TCP connection is closed. In a normal case,
the server sends a segment with the FIN flag set and the client acknowledges this
and replies with a segment that has also the FIN flag set.

The user may get impatient, i.e. thinks that it will take a long time to complete
loading the document, or the transfer has stalled. Most user interfaces have a
mechanism to stop the transfer. Mainstream graphical browsers have a “Stop”
button for aborting the transfer; the Esc key is bound to the same functionality.

When a connection is aborted, the client sends a TCP segment with the RST
flag set. This shuts the connection down and the server will send no more data. If
there is an intermediate caching proxy, this may continue to download the entire
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document even if the user aborts the download and most of the document has
already been received. In Figure 6.1 both a normal and an aborted connection
are shown.

The connection is also aborted if the user selects a link from a partly loaded page.
The browser aborts on-going connections and starts downloading the new pages.

By observing network traffic the following cases can be found:

(a) Items loaded completely. The TCP connection ends gracefully with the
normal 3-way handshake.

(b) User aborts transfer. The TCP connection is aborted with a reset (the
client sends a TCP segment with the RST the flag set).

(c) User selects a link from a partly loaded page. This one is like the case
above, but a new connection is established soon after the aborted connec-
tion.

(d) Server aborts transfer. The server decides to abort the transfer for some
reason.

For this study, the cases (b) and (c) are interesting: in both cases the connection
is terminated with a reset. One can differentiate between these cases by looking
whether new TCP connections originate from the same host shortly after the
reset. In case (b) the aborted transfer is most probably wasted, while in case (c)
not. For discussion identifying multiple transfers over HTTP/1.1 connection and
other possible sources of error, see Section 6.2.1.

6.1.3 Abandonment Intensity

Define F (t) = P [X ≤ t] to be the CDF of the duration X of all the HTTP con-
nections. Then let the λ(t) be the ending intensity (hazard rate) for connections
active at time t. These two are related by

λ(t) =
F ′(t)

1 − F (t)
. (6.2)

The following events are defined: S – the connection will end normally and R –
the connection will be terminated with a reset. Using those events, the CDF for
normally terminating connections can be defined
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FS(t) = P [X ≤ t|S] (6.3)

and FR(t) is defined similarly for aborted connections.

The ending intensity can be expressed as λ(t) = λS(t) + λR(t), where the first
factor is the ending intensity for gracefully ending connections and the second
one for terminated connections. Since F (t) = FS(t)P [S] + FR(t)P [R], it can be
substituted into (6.2) and one deduces the ending rates,

λS(t) =
F ′

S(t)P [S]

1 − F (t)
, (6.4)

λR(t) =
F ′

R(t)P [R]

1 − F (t)
. (6.5)

6.2 Analysis Methodology

Both directions on a link are monitored and recorded on separate trace files.
A part of traces used have a small but noticeable timing skew between the di-
rections resulting from configuration error in the synchronisation between the
capture cards. It would be possible to make an approximate matching up to a
few milliseconds accuracy, but it was decided, however, to monitor only the ac-
knowledgements. The focus is on what the client receives as the behaviour of the
user is studied here, not of the network or server. This can best be seen from the
acknowledgement numbers as the client acknowledges received data.

First all TCP segments that had port 80 as the destination port were selected.
There exists also HTTP servers on other ports but they were excluded from
the analysis for clarity. When a TCP segment with only the SYN flag set was
seen, a new flow was started. Packet information (acknowledgement numbers,
timestamps) was recorded for every flow where SYN was detected until a segment
with either FIN or RST was found.

The HTTP/1.1 supports persistent connections, i.e. TCP connection is left open
after an HTTP transfer to wait for more HTTP transfers from the same server.
This would cause error in determining duration of the connection. For flows that
ended normally (FIN), it was checked if any new data were transferred (acknowl-
edged) within the last 10 seconds. If not, then the last segment that acknowledged
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new data was selected as the end of the flow. It was also checked if the connection
was a proper one and not missing a proper handshake.

The results were broken down by the client IP address and checked if there were
new connections starting just after the reset. As the data had been checked, the
CDF and the PDF were calculated. Based on those, the ending intensity was
calculated.

6.2.1 Delayed Acknowledgement

One possible source of error would be delayed acknowledgements: a TCP receiver
may not immediately send acknowledgement on receiving a TCP segment in or-
der to limit rate of acknowledgement-only TCP segments. It may wait up to
0.5 seconds before sending an acknowledgement [BE89, APS99] but many TCP
implementations do not wait more than 0.2 seconds [Pax97b].

The segments which have one of SYN, FIN, and RST flags set are not delayed
as they are not acknowledgement-only segments. The only case when only-ACK
segments are used in calculations is the case where closing of connection is delayed
by more than 10 seconds after last data. As the delay of ACKs is well below a
second, it does not have a great effect on transfer times over one second – the
interesting ones.

6.2.2 Premature FIN to Close Connection

Some HTTP client software send a segment with the FIN flag set to abort con-
nection instead of sending one with RST flag [Fel98]. Because of the timing skew
between traffic directions, a premature FIN could not be reliably identified from a
normal ending. This error results in underestimating the abandonment intensity
but should not affect ending intensities on different time scales.

6.2.3 HTTP/1.1 Multiple Transfers

The use of HTTP/1.1 makes analysing document transfer times more difficult.
A HTTP/1.1 connection may be left active after a document is transferred to
wait for more transfers from the same site. This time may be short as in fetching
images for the document or longer as a user reads the page and decides to click
a link.
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Figure 6.2: Ending intensity for dataset I.

A multi-document transfer can be identified by looking at the sequence numbers
and the acknowledgement numbers. In the beginning of a connection only the
sequence number increases as the client sends a request to the server. When the
server sends data to the client, only the acknowledgement number increases. If
the client makes another request, then the sequence number increases again.

6.3 Results

Dataset presented in Table 3.1 includes only connections with one HTTP trans-
action identified as described in Section 6.2.3. These amount to about 80% of
all connections. Based on the measured data, the distribution of HTTP transac-
tion count on a single TCP connection follows approximately the law bn−3 where
b equals the number of connections with one HTTP transaction and n is the
number of transactions. The distribution has a long tail.

In Figures 6.2 and 6.3 the ending intensities are shown as a function of the time
for the datasets I and E respectively. The time scale is limited between 10ms and
1000 s (16 minutes) as there are only few connections outside this range. In both
figures there is a clear peak above 10 s for terminated (aborted) connections. This
suggests that the “10 second rule” applies also on the web.
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Figure 6.3: Ending intensity for dataset E .

In dataset I, 30% of the aborted connections are followed by a new connection
within 0.2 seconds. For the case E , the corresponding figure is 20%.

Based on the CDF over the connection lifetime for dataset I (Figure 6.4), it can
be seen that at time scales below one second most of the terminated connections
are followed by a new connection. This is due to the user selecting a link on a
partly loaded page.

Connections lasting longer than one second were divided into two categories based
on their throughput. The threshold was chosen as 8 kB/s (64 kbit/s) since a mo-
dem or ISDN user will get at maximum this bandwidth, depending on if compres-
sion is used or not. There is a clear indication that received bandwidth has an
effect on the probability that a connection is aborted. In dataset I, 29% of the
slower connections were aborted and 10% of the faster connections. In dataset E ,
approximately 10% of the both connections were aborted. Corresponding ending
intensity graphs are shown in Figure 6.5 and Figure 6.6.

The abandonment intensity of slower connections increases rapidly around 10
seconds, while faster connections are not aborted at the same rate. At one second,
8% (I) and 9% (E) of the faster connections are already aborted while only 2%
of the slower ones. It can be concluded that aborts of faster connections result
from selecting a link and slower connections are aborted because of impatience.
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Figure 6.4: Connection duration CDF for dataset I.
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Figure 6.6: Ending intensity for dataset E for different throughput.

The transferred file size did not have as clear effect as the throughput. Files were
divided into two categories: web page components, which are less than 64KiB
and downloadable files which are larger. There was no clear trend except the
anticipated one: the maximum of the abandonment was at longer time scales
with larger files (see Figure 6.7).

It was also studied if the time of day has any effect on the user impatience. The
day was divided into three periods: morning (7 am to noon), afternoon (noon to
5 pm), and night (5 pm to 7 am). No significant differences in the abandonment
intensity were observed in either dataset.

6.4 Conclusions

Based on measurements the abandonment intensity for the web (HTTP) traffic
was studied. A user was considered impatient if the TCP connection was termi-
nated with a reset (RST). A sharp increase in the abandonment intensity occurs if
the connection lifetime is more than 10 seconds. From the data it was also shown
that the connection bandwidth does have an effect on abandonment intensity.

Based on the results, it can be concluded that to avoid a user becoming impatient
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Figure 6.7: Ending intensity for dataset I for transfer size.

it is important to have web pages loading in less than ten seconds. Also the
throughput must be satisfying: slow connections had a greater probability to get
aborted than the fast ones.

In the measurement location it was possible to study traffic both near a client
and near a server. Different profiles were noticed as the server (dataset E) was
mainly accessed from the local campus network (10% of connections) and other
locations with fast connections. The local clients (I) accessed servers all over the
Internet and received slower connection speeds on average.

User impatience measurements can be utilised by a network operator to moni-
tor the actual quality of service the users are experiencing. Compared to simple
delay, throughput, and packet loss measurements, the impatience measurement
automatically adapts to user’s behaviour and has a clearer relation to the actual
quality of service.

Studies on the user behaviour would be useful in the future, in addition to network
monitoring and measurements. One possibility is to a use an instrumented com-
puter to record user actions and software responses and to correlate these with
network measurements. More measurements from the network are also needed.
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Chapter 7

Estimating available bandwidth on
network

Traffic volume in the Internet varies much on all time scales. This has been
demonstrated by multiple measurements and use of measurement-based call ad-
mission control (CAC) could easily result in network overload or waste of re-
sources [BJS00]. There are, however, proposals to use probes to evaluate if there
is sufficient capacity in the network.

Another application of bandwidth information is server selection. If there are
multiple servers carrying the same content, a client – and possibly the network –
would benefit from selecting “nearest” server. There are several proposed methods
to select server. In [CC96a] probes are used to estimate bottleneck link speed,
available bandwidth and latency. For each server a predicted transfer time is
calculated by taking into account document size and measured figures.

Both for estimating sufficient network capacity and locating optimal server, it is
critical that the network is stable enough. The lifespan of stable time is dependent
on the application. A telephone call would need stability for a few minutes on the
average, while Internet radio needs stability possibly for several hours.

7.1 Study of network throughput stability

First the network traces were analysed as described in Chapter 4. From all network
flows with a timeout no longer than 60 seconds, bulk transfers with more than
65,535 bytes, including all header data, were selected. A bulk transfer was defined
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to be one which had average packet size more 512 bytes and had variance less
than two times of average packet size.1

For each flow the bandwidth received was calculated, see Section 1.2 for the defi-
nition of bandwidth. All flows that matched to the criteria were grouped by host
pairs, i.e. transfers from one host to another formed one set. For each set, flows
were sorted by their start time and the difference between the end of a flow and
the start of the following flow was calculated. One should note that this time may
be negative if the flows have been active at the same time. In this case the time
difference was set to zero.

Intra-campus host pairs accounted for approximately 18% (I) and 11% (E) of
all host pairs. Those host pairs had 13% and 6% of flow pairs in dataset I and
E respectively. A typical intra-campus connection is between two hosts that are
connected via fast LANs and are only few routers away from each other. One can
presume that the end system load has a major effect on bandwidth in comparison
with network effects in this case. For the rest of this network stability study, all
intra-campus flows were ignored.
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Figure 7.1: Cumulative distribution on received bandwidth.

For dataset I nearly all selected flows (98%) were HTTP transfers while for
dataset E HTTP contributed 85% of all flows. Other applications include FTP,
HTTPS and IMAPS.

Figures 7.3 and 7.4 show the cumulative distribution of the ratio between two
consecutive flows for time intervals less than ten seconds, less than one minute
and less than five minutes. Shorter intervals were excluded from the longer interval
sets.

Approximately 60 to 80% of the flow pairs in dataset I with less than five-minute
1This criteria assumes that there are two 40-byte packets at start of flow and two 40-byte

packets at end of flow. If other packets are approximately same size as average (i.e. maximum
size used by TCP implementation in question), then variance approaches this limit.
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Figure 7.2: Cumulative distribution of transfer time.
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Figure 7.3: Flow pair bandwidth ratio for dataset I.
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Figure 7.4: Flow pair bandwidth ratio for dataset E .

interval did receive similar bandwidth, i.e. the bandwidth received by the other
was not more than twice that received by the other one. In dataset E shorter
intervals performed better but performance was degraded for intervals over one
minute.

If the flow interval is allowed to extend full range of measurement period with
ranges of one minute, five minutes and over five minutes, it can be seen from
Figure 7.5 that subsequent flows are the more dissimilar the longer the time
interval is.

7.1.1 Bandwidth correlation in function of interval

It was studied if the correlation between bandwidths of the first and the second
flow are related to interval. Same classification (10 s, 1 and 5 minutes) was used.
There was not any significant trend found using linear correlation. When the lin-
ear correlation was applied on logarithm of bandwidth, the correlation coefficient
for E reduces from 0.94 via 0.84 to 0.78 when interval was increased. However,
for dataset I the trend was opposite from 0.57 to 0.79.
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Figure 7.5: Flow pair bandwidth ratio for dataset E over extended period.

Figure 7.6: Bandwidth of probe pair in phase density plot. Probe intervals are
represented by colours: cyan is for flows less than 10 seconds inter-
vals, magenta for 10–60 s and yellow for 1–5 minutes. The darker the
colour component, the more there are occurrences. Dataset I on the
left (110B/s – 4MB/s) and E on the right (220B/s – 5.4MB/s), log-
arithmic scale.
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7.1.2 Conditional selection of probe pairs

If one considers a typical application for bandwidth probe, real-time communi-
cation, the needed goodput does have some upper limit, a threshold. If there is
more bandwidth available, it does not anymore benefit the application.

Bandwidth stability requirement can thus be expressed in another form: “if a flow
receives bandwidth X bit/s (or more), what is the probability that the following
flow will have bandwidth of X bit/s or more”. The X depends on application.
Typical values for would be 22.5, 64 and 384 kbit/s, which would correspond to
GSM-grade voice, good quality voice and high quality audio or low quality video,
respectively.

According to results in Table 7.1, a success rate more than 94% can be achieved
for low-bandwidth flows. When bandwidth demand is increased, the success rate
becomes lower and this trend continues for higher bandwidth requirements. For
example, in dataset I the success ratio is less than 66%, if the required bandwidth
is more than 1.5Mbit/s (approximately 9000 observations, 15%).

Table 7.1: Conditional bandwidth probe success rate for TCP probes.

Target bandwidth 22.5 kbit/s 64 kbit/s 384 kbit/s
Dataset I E I E I E
Number of pairs 10,333 17,368 9,190 16,651 5,900 13,059
Proportion of pairs 96.4% 98.2% 85.8% 94.1% 55.1% 73.8%
Success rate < 10 s 99.6% 99.8% 95.0% 99.1% 84.1% 98.2%
Success rate 10 – 60 s 99.1% 97.9% 94.4% 94.4% 85.9% 87.7%
Success rate 60 – 300 s 98.7% 96.7% 93.1% 92.1% 82.8% 80.6%

Investigating the success rate is not sufficient to determine the value of a method.
One must know also the probability of false negatives because a high success
rate may come with a high ratio of false negatives. A false negative is a case
where the first connection fails to satisfy bandwidth requirement but the second
connection receives sufficient bandwidth. Proportion of false negatives was high in
low-bandwidth cases, reaching up to 72%. For higher bandwidths, the probability
of false negatives was in the same range as that of false positives.

7.1.3 Possible problems in methodology

The flows used to estimate available bandwidth were real application TCP flows.
The majority of those were HTTP connections but they included also FTP and
other protocols. This approach has several issues that should be carefully studied.
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7.2. CONCLUSIONS

First of all, host pairs and times when transfers took place were not artificially
selected a priori . Instead, they resulted from normal daily network usage and
thus are a representative sample of destinations and times one would expect for
an application using probes.

Secondly, they are non-realtime application flows. Traffic characteristics are dif-
ferent from a real-time application. There may be some application-dependent
delays that are not caused by the network. These include the time used for the
initial TCP handshake. However, if delays are caused by end system performance
problems, they may cause problems for a real-time application also.

Besides, the bandwidth is measured over the whole flow lifetime. There may be
significant fluctuations over time period that may result in severe degradation for
real-time applications.

Lastly, the probe selection used considers only probes by their start time order. If
there are multiple flows between two hosts within time period, a flow is compared
only to the nearest one by start time.

From the above we can notice that there are issues, which work to opposite direc-
tions considering results. Based on this material it is difficult to determine which
factors are the most significant ones. These measurements could be accompanied
by active measurement as in [Asa98].

7.2 Conclusions

Based on the measured data, flow throughput was not found stable. If the interval
between probes was more than one minute, one probe had a bandwidth more than
twice as large as the other one in the majority of observations. It can be concluded
that predictability of the maximum bandwidth is low for any significant interval
between flows. Utilising probes for file transfers may not be worth extra effort if
connections do not have very dissimilar properties.

Using threshold values for admitting probes gives better results and outperforms
random selection. However, its failure rate at higher data rates and longer in-
terflow times is more than 20%. This ratio cannot be considered as adequate to
give guarantees for end user media fidelity. Furthermore, there are a significant
number of false negatives for low bandwidth probes.
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Chapter 8

Need for network measurements

At the first sight, measuring network characteristics by observing network traffic
looks like doing things the hard way. After all, a network is man-made system
whose component characteristics are known so it should be possible to construct
an exact model for simulations. However, there are several reasons why this is
not as trivial as it looks.

Network operators have knowledge of their network structure and configuration,
but this information is usually for their own use only and not published. Network
topology, physical locations and detailed information, such as equipment hard-
ware and software versions and configuration parameters, are kept secret both
for security and competitive reasons. Furthermore, several changes take place in
networks daily, making it even more difficult to acquire consistent snapshot of the
network. The network characteristics are also changed abruptly by failures, which
are difficult to model because of their random nature and unknown parameters.

Another unknown factor in networks is the characteristics of network traffic. New
applications emerge and proportion of each application of total traffic changes.
Network users adopt quickly new applications if they find them useful. Even distri-
bution of traffic flow directions may change, the latest example being peer-to-peer
sharing applications where communication is mesh-like rather than server-centric.
Additional traffic sources are malicious worms, which spread either automatically
or human assisted utilising security problems in software [SPW].
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8.1. OPERATOR’S VIEW TO MEASUREMENTS

8.1 Operator’s view to measurements

A network operator can use measurements for two purposes: network monitor-
ing and accounting. The first one is important to operator to maintain network
performance. Network performance monitoring can be further divided into three
different areas: network failure identification, traffic load monitoring, and infor-
mation gathering for upgrade needs. While operator should receive timely alerts
from network management system in case of link or equipment failures, there is a
group of network problems, which are not related to these. One example of such
a problem is a routing problem, where a network routing database is inconsistent
or otherwise erroneous. Traffic load monitoring is important in order to promptly
react on increased network traffic, which may be a sign of other problems.

Operators have also different roles. Some operators, “tier-1”, operate transit back-
bone networks that span over a country or are global. These operators have peer-
ing agreements with other tier-1 operators and multiple tier-2 operators. Tier-2
operators are regional network service providers that serve big corporate cus-
tomers and small Internet service providers. Tier-2 operators may have private
peering with other tier-2 operators and may connect to two or more tier-1 oper-
ators.

Tier-3 operators provide Internet services for end users and organisations. One
has tens of thousands of customers and thousands network nodes to operate. A
tier-2 operator has fewer customers and network nodes, and a tier-1 operator
may have only hundred or so nodes [Wii01]. This will have an impact on how
network should be monitored. If one has tens of thousands of low-bandwidth
links, deploying special hardware on each link is much more difficult than if one
has only tens of links, even if they are high-bandwidth ones.

Further, tier-3 operators may have different customer bases. Some of operators
have more focus on corporate customers, some provide services for private users.
It is possible to provide only access services and maybe some infrastructure such
as name service and email while some provide full service including service hosting
platforms [Hus98]. Those factors have an effect on how custom services on can
provide: if there are hundreds of thousands private customers, one cannot provide
as individual service as for some tens of large corporate customers.

95



8.1. OPERATOR’S VIEW TO MEASUREMENTS

8.1.1 Network dimensioning by measurement data

One of the key factors for the success of an operator is a proper dimensioning of
the network. An under-provisioned network results in unsatisfied users and lost
revenues while an over-provisioned network may be too expensive to deploy or
has too high leasing costs. An operator should find the optimal time for upgrade
considering the present capacity and the growth of traffic demand and, on the
other hand, development of hardware and its costs, including its deployment. Cost
of the physical transmission medium, such as “dark fibre”, including its installation
depends only marginally on transmission speed it is used for.

8.1.2 Usage accounting

There are a few reasons an operator would want to monitor traffic by individual
customers. First of all, the operator wants to monitor network for possible abuse.
If there is a sudden increase in traffic originated by one customer, there may be
some problems at that customer’s system, for example a break-in. By monitoring
each customer, it may be possible to notice anomalies before they disturb the
network at large [Hus98].

Secondly, there may be monthly traffic limits in agreement between a user and an
operator. To monitor that the user does not to exceed those limits, the user traffic
must be measured. This kind of measurement is easy to accomplish, especially if
the user is connected with a fixed line.

An operator may have different costs for different paths. Traffic that is internal
to an operator does not cause any excess costs for the operator if link capacities
are sufficient. This traffic could easily be charged with a flat rate. Other targets
may then have different costs. For example, the operator may have to pay for an
upstream network provider for domestic and global traffic by monthly volume.

In order to link its own expenses to user fees, an operator needs to monitor traffic:
which portion of traffic by a customer is local, domestic, global, or served by cache
systems.

8.1.3 Security related monitoring

Considering the inherent insecurity in IP networks, continuous need to monitor
network traffic is acknowledged also by operators, not only by network clients.
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8.2. USER’S VIEW TO MEASUREMENTS

Certain attacks such as DDoS are noticed by network traffic increase but there
are many attack types, including some of DDoS attacks, which do not result in
excessive traffic into the network but render the end systems unusable. These
attacks are identified either on end systems or by the IDS monitoring network.

In the IP header there is no trusted information: each field is filled by the sending
end system and possibly modified by intermediate routers and gateways. The
true origin of an IP packet cannot be found from the header fields. This makes
it difficult to locate the source of intruding packets as strict ingress filtering
[FS00] is not deployed universally. Without advanced tracing support by routers
it is practically impossible to find out where packets came from; especially if the
attack is short in duration. There are no connection records in a packet-switched
network.

There are several proposals to facilitate traceback on the Internet [SWKA00,
SPS+01]. Each of them requires modifications to the router hardware in order to
work without degraded forwarding capacity. It is most probable that in the first
phase these are deployed as external devices at critical links.

8.2 User’s view to measurements

Users do not initially have much reason to measure network traffic. They are not
interested in actual performance figures, such as per packet delay or packet loss,
but in how applications perform: do they, or others that use their services, have
an acceptable fidelity.

In the traditional telephone network all the components, including end systems
such as telephones and PBXs, were managed by a small number of operators.
The majority of calls were originated and terminated inside a single operator’s
network. If there was some issue related to the grade of service, it could be resolved
by a single operator. The operator could not blame anybody else.

The current Internet is a very different environment. There are multiple operators
and most of the connections traverse across multiple networks. Current statistics
(2001 December) indicate that there are more than 12,000 autonomous systems
(AS) in the Internet announcing more than 100,000 routing prefixes [BNkc02].
AS path lengths, i.e. number of ASs needed to transit packets to the destination
network, were mostly around 3 to 5 from selected backbone networks with a
maximum of 11.
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8.2. USER’S VIEW TO MEASUREMENTS

8.2.1 Service level agreements

A customer subscribes to a service provided by a network operator and the cus-
tomer expects to receive the service as planned. It may happen, however, that
the operator fails to deliver service to the customer satisfaction. In the telephone
network, failures are principally easy to identify: the user either receives a dial
tone or does not and dialling is successful or not. Problems in voice quality are
rare due to digital transmission but they may occur in cellular networks.

For packet networks there are three fundamental factors that define service fi-
delity: available bandwidth, packet loss rate, and packet delay. These contribute
to the service level, which can be satisfactory, degraded, or unavailable. Thresh-
old values for above factors for each service level depend on application used.
A service level that is quite sufficient to send and receive emails may not be
satisfactory for browsing multimedia content or for VoIP calls.

Some operators define only two levels of service: available and unavailable. The
service availability verification “is accomplished by the Operator pinging the Cus-
tomer’s router” [Ear02]. If the user is paying premium rate for a better service,
one undoubtedly wants to evaluate if the investment made is cost efficient [FH98].

If the service level agreement is viewed on user’s side, the user is not interested in
network metrics but application metrics; for example application response time
is the most important factor for online systems [Stu01]. If the operator mea-
sures only “network metrics” one may fail to identify some application-dependent
problems. From the operator viewpoint the network is performing according to
objectives stated in the agreement but the user may still be unsatisfied.

8.2.2 Application measurements

Applications can be instrumented for measuring the performance user receives.
The RTP protocol provides performance data exchange using its companion pro-
tocol RTCP. RTCP includes sender and receiver report records, which have in-
formation on the network performance. These performance figures include the
number of lost packets, the delay variation and the last packet received. Each
host transmits periodically these reports to the same multicast group as the orig-
inal transmission and all members of the group thus receive those. Each sender
and receiver can then compare its own performance to that of the others and the
network operator can do it as well.
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8.2. USER’S VIEW TO MEASUREMENTS

The RealPlayer by RealNetworks, which uses a proprietary protocol to transmit
real-time audio, video and other media, includes also a mechanism to give feed-
back and statistics to the originating server. This information exchange can also
be denied by the user settings.

It is also possible to instrument end systems. In [Peu97] a Linux kernel was
instrumented to record essential information about network protocols and buffer
occupancies at operating system level. It is also possible to monitor user actions
and measure times between each action, for example to determine the time needed
to connect to a database [Com].

End system instrumentation is, however, labour intensive if the monitoring is not
included into application software. Properly organised, client-side measurements
can provide important details, which are difficult to obtain by monitoring network
traffic.

8.2.3 Information provider measurement objectives

From the network performance point of view, an information provider wants to
deliver data to users by optimising network capacity and costs of the network.
The main question is “are my users satisfied with the quality they receive”. If
there are some problems, the information provider wants to find out if one can
do something to remove those.

There may be problems in service, such as too complicated page layouts, problems
in navigation or discrepancy between provided media and typical end system
capacity. Differentiating between problems caused by the service and problems
caused by too slow or otherwise inferior network connections can be difficult.
In some cases these problems are related as the users’ network capacity is not
sufficient to transfer media content timely.

8.2.4 Organisational user

An organisation, which uses Internet for its internal communication or communi-
cation with its partners does usually have strict requirements for network avail-
ability and performance. The situation is different from an information provider as
the organisation usually has a finite number of important sites that must receive
sufficient performance.
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8.3. CONCLUSIONS

It is possible to set up test systems at different sites that access service on other
sites and measure performance. If performance falls below a set threshold value,
an alarm will be posted. It is also possible to instrument user workstations to
automatically measure the performance. For example, a background task could
measure how long it takes to connect to a database server. Again, an alarm could
be generated if the time is too long.

8.2.5 End user measurement objectives

An end user does not usually actively measure the network performance. For
many users, the only performance figure they see is the speed of a file download
displayed in the status window of a web browser. Other indicators one may notice
are status displays of streaming media players that may report packet delay and
packet loss rate with green, yellow, or red indicator.

If the network is used for non-critical tasks and the network has degraded perfor-
mance, the user may stop using the network and come back later. If this happens
regularly, dissatisfaction with the operator will increase.

8.3 Conclusions

Network measurements do have their role, both for the operator and for the user.
The measurement objectives are different: the operator views his network as a
set of routers and links whose performance the operator wants to optimise. The
operator may measure link utilisation, error rates, loss rates and delays. These
provide a view to the network and these will identify a set of problems.

The view to the network is very different by the user who does not see individual
components but the end-to-end performance of his applications. Even if the aver-
age performance of the network is satisfactory, for example the loss rate is below
some limit, an application’s performance may be inferior. It is also possible that
the problems are not in the network but at the end systems. It may be difficult
to make a difference between these two cases.

There is a need for performance metrics that would reflect performance expe-
rienced by the users without adding an extensive amounts of test traffic to the
network. The user impatience studied in Chapter 6 may be one of the measures
an operator could utilise.
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Chapter 9

Conclusions

In this work network measurements were carried out over a period of 18 months,
see Section 3.3 for the key figures. In order to solve problems in long-term trace
management, an efficient compression method for measurement trace archive was
developed with a possibility to remove sensitive information from network traces.

Analysis methods were developed to study measured traces. First, network appli-
cations were classified into a few classes based on their specifications and experi-
ences based on implementations and application usage. Some representive traces
were annotated as examples to show characteristics of application protocols.

Secondly, network traffic was classified into flows. Flow properties of different
applications were studied. The effect of different flow definitions was studied,
especially that of flow granularity and timeout. Previous findings about different
timeout sensitivities were confirmed [CPB93]: some of the applications are very
sensitive to the length of the time-out period. Also there was a difference between
applications depending if the complete 5-tuple was used or if destination port was
ignored. In some protocols, such as HTTPS, there could be even a two orders of
magnitude difference.

Selecting proper granularity and timeout values for each application can reduce
the amount of information to be collected and processed. A long timeout, on the
other hand, increases the state information a network element must maintain.
This may be a problem in the core network.

User impatience is one of factors affecting the proportion of useless traffic in
the network. If a user abandons loading of document before it is completed,
the transferred data has used network resources gratuitously. The time needed
to transfer a document was found to have a significant effect on abandonment
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intensity: if downloading took more than 10 seconds, the transfer had an increased
risk to be aborted. A low goodput was also found to be a reason to abort a
connection. The document size cannot be attributed as a factor for abandonment
by its own. The user behaviour appeared to be independent of the time of day.

The utility of real-time applications such as VoIP or streaming media in part
depends on the network throughput stability. Based on measured flow throughput,
this was studied. It was found that for any significant period of time (a few
minutes), the network stability is not good enough for a probe to guarantee
satisfactory throughput.

Finally, the need for network measurements was discussed. It was concluded that
an operator and a user have somewhat different objectives for measurements.
It may happen that the operator and the user disagree about the available ser-
vice level and still both can be right. The operator may measure valid metrics
from network operations monitoring but those metrics could fail to measure the
network characteristics relevant to the application the user is using.

It is important that proper measurement methods are developed and deployed
that enable an operator to monitor the network performance as a user of an
application experiences it. Only then right measurements are being carried out.
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