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ABSTRACT

We model the goodput of a single TCP source on a low bandwidth lossless GPRS link experiencing sudden in-
creases in RTT, i.e., delay spikes. Such spikes trigger spurious timeouts that reduce the TCP goodput. Renewal
reward theory is used to derive a straightforward expression for TCP goodput that depends on the bandwidth
limitation, RTT and delay spike properties through average spike duration and distribution of the spike intervals.
The basic model is for i.i.d. spike intervals, and correlated spike intervals are modelled by using a modulating
background Markov chain. Also a simple deterministic p-formula is given. Validation by ns2 simulations shows
excellent agreement and good accuracy even when modeling assumptions are mildly violated,e.g., regarding our
lossless assumption.

1 Introduction

TCP is the most widely used transport protocol for re-
liable data transmission over the Internet. In addition
to offering a reliable packet delivery service, TCP also
includes functionality for controlling the packet send-
ing rate to avoid congesting the network. However, this
functionality has been originally designed based on the
characteristics of the fixed network. There the basic op-
erational principle of TCP rate control is roughly that
TCP increases its rate as long it is receiving acknowl-
edgements correctly from the receiver, and as soon as a
packet loss is detected, it is interpreted to indicate that
there is congestion in the network and hence the send-
ing rate should be reduced considerably. As a result of
a loss the sending rate is either halved or it can even be
reduced back to an initial small value, as happens in the
case when the loss is detected via a coarse grained time-
out timer. To set the value of the timeout timer TCP relies
on an adaptive estimation algorithm of the RTT (Round
Trip Time). The underlying assumption in the estimation
is that changes in the RTT due to random fluctuations of
the traffic in the Internet can be tracked but sudden unex-
pected considerable increases are interpreted as a sign of
congestion and hence the timer will rightly expire, trig-
gering TCP’s Go-Back-N retransmission scheme and the
sending rate is initialized according to the configured ini-
tial window size.

When considering the operation of TCP over a wire-
less link, the delays in the observed RTTs of TCP can
be highly variable. Moreover, the pattern of variability
can be such that the measured RTTs contain very sharp
spikes which can be even an order of magnitude larger
than the typical measured RTT [6]. The RTT estima-
tion algorithm of TCP can not track such sudden con-

siderable increases in the measured RTTs. These sud-
den increases in RTTs are calleddelay spikesand po-
tential reasons for their occurrence can be for example
[8]: handovers typically result in delay spikes of several
seconds occurring at a time scale of minutes in urban en-
vironment; link layer error recovery (reliable link layer
protocols are usually used in modern cellular systems)
may also cause delay spikes, especially when the radio
channel conditions change abruptly due to the mobile’s
movement, e.g., when entering a tunnel; scheduling of
radio resources between circuit switched calls and data
(as in GPRS) can cause delay spikes. These delay spikes
trigger so calledspurious timeoutsand result in unnec-
essary retransmissions and congestion control actions on
the part of TCP, as the packets are not lost, they are sim-
ply delayed. To enable TCP to handle RTT spikes, some
experimental algorithms have been proposed, namely the
Eifel algorithm [8],[10], or F-RTO algorithm [13], but
even they can not completely remove the effect of delay
spikes, and hence evaluating their impact is necessary.

In this paper, we provide a simple modeling frame-
work to study the impact of such spurious timeout events
on the long run (steady state)goodputof TCP, i.e., on the
amount of successfully sent traffic per time unit. Addi-
tionally, we consider a low bandwidth link (typical band-
width of a GPRS link is 40 kbps [8]) such that a realiza-
tion of the evolution of TCP sending rate is determined
by the following: An RTT spike creates a period of si-
lence during which there is a (spurious) timeout. Then
the source starts increasing its sending rate exponentially
(slow start) until it reaches a window size corresponding
to the maximum sending rate of the physical link given
the RTT. The source keeps sending at the maximum rate
until there is an RTT spike again and the process re-
peats. In modeling, the first observation is that these



spurious timeouts are caused by random events occurring
in the mobile’s environment, which are also independent
of TCP’s packet sending characteristics. Therefore, we
model these events as an outside disturbance with var-
ious levels of generality regarding the inter-occurrence
time of the RTT spikes which trigger spurious timeouts.
First the case of i.i.d. times between RTT spikes is con-
sidered in the framework of renewal reward processes.
Then a generalization by using Markov renewal reward
theory is given, where the distributions between RTT
spikes can be modulated by a background discrete time
Markov chain (thus producing correlated times between
the RTT spikes). Additionally, a simple explicit formula
for the goodput is derived which assumes that there is a
per packet probability that an RTT spike occurs, i.e., no
explicit assumptions are made on the distributions be-
tween RTT spikes. The models are validated through
extensive ns2 simulations. Also, the impact of different
distributions on the performance is investigated.

The paper is organized as follows. The derivation of
the models is in Section 2. Model validation and other
numerical results are given in Section 3, and Section 4
contains our conclusions and suggestions for future re-
search.

1.1 Related work

A lot of research has been done in modeling the steady
state throughput of TCP in fixed networks with a given
packet loss process. The simple ‘square-root-p’ formula
was derived, e.g., in [11]. Using more complex assump-
tions on the nature of the packet loss process more re-
fined formulas have also been derived, see e.g., [12] and
[4]. Notably, in [4] the loss process can be an arbitrary
point process and the throughput of the congestion con-
trol phase can be shown to depend on the correlations
such that any positive correlations between loss events
actually improves the throughput (deterministic loss pro-
cess being the worst case).

In TCP models for wireless channels, the per packet
loss process is typically presented by a two-state Markov
process, representing the wireless channel’s alteration
between good/bad states, resulting in correlated packet
losses, see, e.g., [2],[9], [15]. However, these models do
not include spurious timeouts (RTT delay spikes).

Work related to modeling spurious timeouts has been
done in [5], where a model for TCP Reno experiencing
spurious timeouts has been given which very closely fol-
lows the operation of the actual TCP Reno protocol. The
model is based on an extension of the well known model
in [12] and considers a large bandwidth delay product,
with no sending rate limitations (we include the send-
ing rate limit). The model takes into account packet
losses, but the effect of delay spikes are modelled only
through the mean length and mean time between the
spikes, whereas our model allows to distinguish between
different distributions and non-i.i.d. processes. In [3] the
measured RTT process has been modelled with a semi-

Markov process and from the dynamics of the model the
behavior of TCP has been deduced, including the occur-
rence of spurious timeouts and spurious duplicate ACKs
(packets can also be reordered due to delay spikes caused
by handoffs). The model does not consider the impact of
congestion losses.

In comparison to [5] and [3], using a more abstract
representation of how the TCP’s goodput accumulates
(and not attempting to model the protocol itself), we ob-
tain a model that is straightforward to utilize and which
allows quite general RTT spike processes.

2 Stochastic TCP model

We model the TCP goodput of one persistent source on
a low bandwidth lossless wireless link. Typically, TCP
models are discrete and consider the behavior per packet
or per RTT round. Our abstraction is a continuous-time
model describing the actual TCP sending rate that pro-
duces goodput.

In this scenario, the goodput of TCP is determined
by an external stochastic process that generates the RTT
spikes that lead to TCP timeouts. The intervals between
the spikes are random and the duration of the spike is
modelled using its mean duration, denoted bySD. The
evolution of TCP’s (successful) sending rate is described
by a) a silence for timeSD due to the RTT spike, b) an
exponential increase in the sending rate (the slow start
phase), and c) reaching an upper bound on the sending
rate due to the low bandwidth of the link. Note that the
congestion window can actually increase to a quite large
value during the time the source is limited by the physi-
cal link rate. There can even be ‘congestion losses’ and
corresponding window halvings, but these are ignored in
our modeling since we assume that it is the physical link
rate that limits the packet sending rate.

Remark 1: During the RTT spike the TCP protocol
is likely to perform an exponential back-off. If the RTT
spike duration is short (less than 10 seconds), it is conve-
nient to model the time when no packets get through as
the duration of the RTT spike. In this case the times when
TCP attempts to send packets is close to the time when
the link becomes capable of delivering packets again. If
the RTT spike duration is long (15 sec or more) the TCP
exponential back-off determines when sending becomes
possible.

2.1 Renewal Model

To calculate the long term average goodput of the con-
nection we put our model into the framework of renewal
models [14]. LetZn denote thenth RTT spike, and take
Z0 = 0. These are the renewal times. The length ofnth
renewal period is denoted byTn = Zn�Zn�1. The evo-
lution of the time derivative of the TCP’s actual sending
rate duringnth renewal period,Xn, is modelled accord-



ing to the phases described earlier

_Xn(t) =

8><
>:
0; t < SD;
ln 2
R Xn(t)dt; SD � t � L+ SD;

0; t > L+ SD;

(1)

where

Xn = TCP sending rate, withXn(SD) = 1;

R = TCP’s RTT,

SD = the RTT spike duration (no goodput increase);

L = time to reach maximum sending rateCmax:

For simplicity we have takenXn(SD) = 1. Also note
that in (1) the termln 2

R implies that the rate doubles for
every RTT (slow start). The notation introduced above is
illustrated in Figure 1.

The solution of (1) is

Xn(t) =

8><
>:
0; t < SD;

2
t�SD
R ; SD � t � L+ SD;

Cmax; t > L+ SD;

(2)

whereL = RTT
ln 2 lnCmax.

Consider the number of packets sent during thenth
renewal cycle, denoted byAn, as the reward. Then

An =

Z Tn

0

Xn(t)dt

=

8>>>>>>>><
>>>>>>>>:

0;

if Tn < SD;
R
ln 2 (2

Tn�SD
R � 1);

if SD � Tn � L+ SD;
R
ln 2 (2

L
R � 1)+ Cmax(Tn � L� SD);

if Tn > L+ SD:

(3)

Next we briefly summarize the renewal reward theo-
rem and state necessary assumptions on the lengths of the
renewal cyclesTn, i.e., the time intervals between RTT
spikes. We assume that theTns are i.i.d. random vari-
ables with finite meanE(T ) = � and probability density
functionfT . Let the counting process

Nt =

1X
n=1

1fZn�tg

be the renewal process associated with sequenceTn. The
total reward up to timet is given by

At =

NtX
i=1

Ai:

The renewal reward theorem states that the time-
averaged total reward converges to cycle averaged re-
wards, i.e.,

1

t
E(At)!

E(A)

�
; t!1;

whereE(A) is the common expected value of the cycle
rewards. Hence, from now on, we omit the cycle indexn
from the notation.

Thus, to get the long term goodput of the TCP source it
suffices to integrate (3) over the distribution of the delay
spikes,fT ,

E(A) =

Z T

0

X(t)dt

=
R

ln 2

 Z L+SD

SD

(2
y�SD
R � 1)fT (y)dy

+(Cmax � 1)

Z 1

L+SD

fT (y)dy

�

+ Cmax

Z 1

L+SD

(y � L� SD)fT (y)dy:

and then the TCP goodput is given byGTCP =
E(A)=E(T ). The parameters in the goodput formula are
the RTT, the bandwidth limitationCmax, the RTT spike
durationSD and the distribution of the spikes.

The expression for the expected reward simplifies con-
siderably if we assume that the intervals between RTT
spikes follow the exponential distribution with parame-
ter1=E(T ). In that case the goodput becomes

GTCP =
E(A)

E(T )
=

e�SD=E(T )
�

R
E(T ) � ln 2C

1�R=(E(T ) ln 2)
max

�
R=E(T )� ln 2

:

Observe that here the goodput actually depends on the
time ratios SD=E(T ) andR=E(T ), in addition to the
bandwidth limitationCmax.

2.2 Markov renewal model

In the previous model the intervals between RTT spikes
were required to be i.i.d. Next we show how we can
introduce correlation betweenTns by considering the
time-averages of semi-regenerative processes. In such
processes the cycles are no longer i.i.d, but periods are
“modulated” by an embedded Markov chainBn, whose
invariant distribution is denoted by�. We assume that
the time scale of the modulating process is slower than
the RTT spike process.

To illustrate the model in a simple setting we assume
that the modulating discrete time Markov process has
two states 0 and 1, and the possible state transition times
are only the times when an RTT spike occurs. The state
transition times of the embedded process are complete
regeneration times of the joint process (see Figure 2).

In this case the sequence(Bn; (An; Tn)) is a Markov
marked chain and(Bn; An; Tn) is called a Markov re-
newal sequence. Then ifE�(A) < 1 andE�(T ) < 1
the Markov Renewal Reward Theorem (given in [1], see
also [14]) states that

lim
t!1

1

t
At =

E�(A)

E�(T ):
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Figure 1: Notation for the renewal model.
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Figure 2: Notation for the Markov renewal model.

If the RTT spike intervals have a probability density
functionf0(t) at state 0 andf1(t) at state 1, the goodput
formula becomes

GTCP =
E�

�R T
0 X(u)du

�
E�(T )

=

�0
R1
0
f0(t)

R t
0
X(u)du dt

�0
R1
0
f0(t)tdt+ �1

R1
0
f1(t)tdt

+
�1
R1
0
f1(t)

R t
0
X(u)du dt

�0
R1
0
f0(t)tdt+ �1

R1
0
f1(t)tdt

;

where�0 and �1 are the equilibrium probabilities of
states 0 and 1, respectively, and those are determined by
the state transition probabilitiesp00; p01; p10 andp11.

If we assume exponential probability densities
f0(t) = 1=�0e

�t=�0 andf1(t) = 1=�1e
�t=�1 ; the good-

put formula simplifies to

GTCP =
�0e

�SD=�0�0R��0 ln 2C
1�

R
�0 ln 2

max

R��0 ln 2
�0�0 + �1�1

+
�1e

�SD=�1�1R��1 ln 2C
1�

R
�1 ln 2

max

R��1 ln 2
�0�0 + �1�1

:

2.3 Simple explicit goodput formula

In this section we derive a very simple explicit goodput
formula that resembles the well known ‘square-root-p’
formula. In our approach we assume that each packet
will experience an RTT spike with probabilityp. Then
An, the number of sent packets between RTT spikes,

obeys the geometric distribution with parameterp and
henceE(An) = 1=p for all n. For simplicity, we ap-
proximate the TCP sending rate at timet (after time SD
has elapsed) byg(t) = min(2t=R�1=2; Cmax). We de-
note byH the required time to send1=p packets.

If Cmax is not reached,

Z H

0

g(t)dt =

Z H

0

2t=R�1=2dt =
1

p
;

which gives

H =
R ln(

p
2 ln 2
pR + 1)

ln 2
:

The maximum sending rateCmax is reached at time

t̂ = R

�
1

2
+

lnCmax

ln 2

�
:

Up to this time ŝ := R(2t̂=R � 1)=(
p
2 ln 2) =

R= ln 4(2Cmax �
p
2) packets have been sent. If1=p >

ŝ, in the remaining timeCmax(H � t̂) packets will be
sent. Adding the packets sent at these two phases yields

ŝ+ Cmax(H � t̂) =
1

p
;

which gives

H =
R(ln 2 + 2 lnCmax)

ln 4

+
1

Cmax

 
1

p
+
R(
p
2� 2Cmax)

ln 4

!



Finally, after taking into account the duration of the RTT
spike, SD, in the total time, the simple TCP goodput for-
mula reads

TTCP =
1=p

H + SD

=

8<
:
C1; if p > ln 4

R(2Cmax�
p
2)
;

C2; otherwise;

where

C1 = ln 2
�
p(R ln(1 +

p
2 ln 2=(pR))

+ SDln 2)
�1

;

C2 = (Cmax ln 4)
�
ln 4 + pR(

p
2

+ Cmax(ln 2� 2 + 2 lnCmax))

+ SDpCmax ln 4)�1 :

Again the dependence on time parameters resembles
the one in previous section. Here the goodput is deter-
mined by productspSD andpR together withCmax.

Remark 2: Abovep is considered as a given param-
eter. However, the probabilityp can be related approxi-
mately to the mean of the RTT spike intervals by using

p =

 Z E(T )

0

X(u)du

!�1
;

whereX is given by (2). In our numerical examples this
is used as an estimate forp.

3 Numerical results

3.1 Model validation with ns2

To validate our models we have used the ns2 simulator
equipped with the RTT spike generator contributed by
Andrei Gurtov1. The simulation scenario that is used to
estimate the goodput consists of transmitting TCP data
over a single link having a constant service rate, but
which can be turned on/off for random periods of time
(to generate the RTT spikes). The TCP source type used
in the simulations is TCP SACK. To estimate the good-
put, we simply send a large file (3 � 106 packets) over
the link and measure the time it took for TCP to send
the given number of packets. Although the model is de-
veloped for a low bandwidth link, the accuracy of our
model is evaluated for a small and larger bandwidth de-
lay product scenario. Additionally, we vary the length of
the RTT spikes (long/short spikes) and also study the im-
pact of congestion losses. The fixed parameters in all
the simulations are: packet size is 576 bytes and link
one-way propagation delay is 100 ms. In the follow-
ing, we use the name ‘P-model’ to refer to the simple

1Patches are available fromhttp://www.cs.helsinki.fi/
u/gurtov/ns/

goodput formula of Section 2.3 and ‘Renewal model’
refers to the renewal model of Section 2.1. In the mod-
els, we also take hereR to include the packet transmis-
sion time (in addition to the propagation delay), i.e.,R =
2 � link propagation delay+ packet transmission time.

First the case of long RTT spikes is considered; in
the simulations the spike durations were uniformly dis-
tributed in the range[5; 10] s, i.e.,SD = 7:5 s in our
models. The goodput is evaluated as a function of the
mean time between RTT spikes,E(T ). In the simula-
tions for eachE(T ), the spikes are uniformly distributed
in the range[10; 2 � E(T ) � 10] s. In the P-model the
value forp is obtained as in Remark 2. As seen from
the results in Figure 3, for the small bandwidth delay
product case (Cmax = 40 kbps, left figure) correspond-
ing to our assumed scenario of a small bandwidth GPRS
link, the agreement between the models (both P-model
and Renewal model) and with ns2 simulations where no
congestion losses occur is excellent. Our model does
not explicitly include the effect of congestion losses, but
to evaluate the impact of congestion losses on the ac-
curacy, ns2 simulations with a loss module generating
packet losses according to a given probability have been
performed. The results are shown in the figures with
dashed lines. In the low bandwidth case, we can ob-
serve that the models naturally overestimate the goodput
and that accuracy is still quite good up to moderate loss
rates (2% loss), but for high loss rates the effect becomes
more clearer. For the higher bandwidth delay product
case (Cmax = 100 kbps, right figure) we can still see
good agreement, although our models seem to overesti-
mate the actual goodput somewhat. We assume that the
overestimation in the model is due to our assumed ex-
ponential increase up toCmax, while, in the simulations,
TCP changes the window increase into a linear one after
reaching the slow start threshold. Also, in this context the
impact of congestion losses becomes more pronounced
(as is to be expected). Note that the P-model and the Re-
newal model yield results which are very close to each
other (almost indistinguishable in the figures). This is to
be expected as the spike interval and length distributions
are uniform distributions. The impact of different distri-
butions is evaluated later in this section.

In the above simulations the spike process produces
rather long spikes (with a mean of 7.5 s), where as the
typical RTT equals roughly 300 ms. Then it can be ex-
pected that the spikes are indeed dramatic enough such
that TCP’s RTT estimator mechanism can not learn the
properties of the spike process. Hence, our assumption
that every spike results in a timeout and slow start is
mostly valid. However, if the duration of the spikes is
shortened, this may not necessarily be the case anymore.
To check this, same simulations as earlier (with low/high
bandwidth) were performed where the spike durations
were generated from a uniform distribution in the range
[1; 5], i.e., with a meanSD = 3 s. The results are
shown in Figure 4 and it can be seen that, indeed, if the
spike durations are shorter compared to the typical RTT,
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Figure 3: Goodput of TCP in low (left) and higher (right) bandwidth delay product scenarios when delay spikes have
relatively long durations.

TCP’s retransmission timer adapts to the spike process.
Hence, there are less timeouts and less slow starts (slow
starts cause loss of goodput). Our model assumes a slow
start after each spike duration and the end result is that in
circumstances, where TCP’s retransmission timer learns
the properties of the spike process, our model underes-
timates the goodput. However, as seen from the numer-
ical results, the influence of this is not substantial. The
pictures also show how congestion losses affect the ac-
curacy, and the impact can be seen to be (more or less)
as earlier.

3.2 Distribution Sensitivity

We have verified the accuracy of the renewal model and
the simple P-model against ns2 simulation when the RTT
spike distribution was uniform. Now we illustrate in Fig-
ure 5 the effect of the RTT spike distribution on the TCP
goodput. The x-axis is the mean of the given distri-
bution and the y-axis is the corresponding estimate for
the TCP goodput in bps. In the Pareto distribution the
shape parameter equals 1.5; the uniform distribution is
located at the interval[E(T ) � min(E(T ); 5); E(T ) +
min(E(T ); 5)]. Markov modulating process is illus-
trated by using exponential distributions with�0 = �1 =
1=2 and�0 = 0:25E(T ) and�1 = 1:75E(T ), i.e., in
state 0 RTT spikes are more frequent than in state 1. In
the P-model the value forp is obtained as in Remark 2.
The RTT spike duration is SD= 5 and the network-
ing parameters are: maximum rate 40 kbps, packet size
576 bytes, propagation delay 0.6 sec, which give rise to
R = 720 ms andCmax = 8:68 pkts/s.

For the TCP goodput the worst case of RTT spikes
is the uniform distribution, which resembles closely the
simple P-model (in which the delay spikes occur at con-
stant intervals of lengthH +SD as discussed in Section
2.3). Although the P-model is attractive in its simplicity,
we notice that it may underestimate the goodput. This
is becausen bursty spikes yield a better goodput than
n uniformly distributed spikes on a time interval of the
same length. The benefit of bursts can be seen by com-
paring the Pareto and exponential distributions. More-
over, the exponential distribution and the Markov modu-
lated exponential distribution have the same mean, but in

the Markov modulated version spikes arrive frequently
in state 0 and very seldom in state 1. Thus the modulated
RTT process yields throughout a higher goodput and ex-
tending the renewal model to include some correlation in
the spike intervals is important. The benefit of correla-
tion in RTT spikes on the goodput is in agreement with
the result on the TCP AIMD-component analyzed in [4].

4 Conclusions

On a wireless link, the observed RTTs of TCP can be
highly variable and the pattern of variability may contain
sharp spikes, called delay spikes. These result in spuri-
ous timeouts that lower the TCP performance. We have
provided a facile modeling framework to study the im-
pact of such RTT spikes on the goodput of a TCP source.
In the modeling, we have considered a lossless low band-
width link on which the rate of successfully sent TCP
packets is described by a) a silence for the mean duration
of the delay spike, b) exponential increase (the slow start
phase) and c) reaching the maximum rate due to band-
width limitation.

Spurious timeouts are triggered by random events oc-
curring in the mobile’s environment. Hence we modelled
the delay spikes as an outside disturbance. First, the case
of i.i.d. spike intervals was considered in the framework
of renewal rewards and we derived an expression for the
TCP goodput. Correlation between RTT spike intervals
was incorporated using embedded discrete Markov chain
modulation and Markov renewal reward results. Above
models require the RTT spike interval distribution. How-
ever, a simple explicit formula for the goodput was de-
rived based on per packet probability for an RTT spike,
thus requiring no explicit knowledge on the spike distri-
bution.

Validation with ns2 showed that our models closely
approximate the TCP goodput in the presence of RTT
spikes. In the exact modeling scenario considered (low
bandwidth link, no packet losses) the agreement with
simulation is excellent, both in the renewal model and
in the simple P-model. Moreover, the modeling as-
sumptions can be violated mildly. With moderate packet
losses the agreement is still good. For a higher band-
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width link our model slightly overestimates the loss-
less goodput (as we allow exponential increase up to the
bandwidth limitation). By studying the sensitivity of the
goodput on the RTT spike interval distribution, we ob-
served that bursty spikes give higher goodput. This is
similar to the result in [4] that studied the congestion
control component of the TCP. The deterministic simple
P-model is the worst case, thus giving lower bounds for
the goodput.

Topics for future research include the incorporation of
the distribution of the RTT spike lengths into the model.
Also, the impact of congestion losses on the goodput
should be included in the model.
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