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Abstract

Maximization of the single hop traffic has been proposed as an computationally feasi-
ble approximation to the logical topology design problem in wavelength routed net-
works. In this paper we consider a class of greedy heuristic algorithms for solving
the maximization of the single hop traffic problem. The greedy heuristics configure
a lightpath at a time onto the network. In this paper two new variations of the pre-
viously proposed heuristic algorithm are presented and evaluated. Especially, it is
shown by numerical examples that by using an appropriately chosen order on how
the lightpaths are configured onto the network it is possible to find reasonably good
configurations which do not waste the network resources unnecessarily.
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1 Introduction

The wavelength division multiplexing (WDM) is a way to exploit efficiently the vast ca-
pacity of the optical fibres. In the all-optical wavelength routed (WR) networks the rout-
ing in the optical layer is based on wavelength channels offering transparent optical pipes
through the network [SB99, RS98]. These characteristics make them very suitable for the
high capacity backbone networks where they are currently being deployed.

The optical layer provides a logical topology (LT) for a higher layer protocol, e.g. ATM or
IP, where each lightpath constitutes a logical link. In figure 1 the possible solutions are
depicted. Eventually the trend is towards IP-over-Optical solutions, where IP packets are
transferred directly in the optical layer without any intermediate layer. For example in
IETF a work in going on for standardizing the so called generalized multi protocol label
switching (GMPLS), which is supposed to unify the management of the optical networks
and allow interoperability between different manufacturers.
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Figure 1: Different approaches for IP-over-Optical (WDM).

A wavelength routed optical network is an attempt to use the best of both the optical and
electronical world. The optical layer provides enormous capacity, while the electronical
layer allows much higher granularity. In the logical topology design (LTD) the goal is
to find an optimal configuration, i.e. routing for both the optical and the logical layer.
During the network optimization a tradeoff must be made between the huge capacity in
the fibre with the electro-optic conversion and electronic processing time in the logical
layer.

The topic has been studied a lot and in the literature one can find several formulations
for the LTD problem, see e.g. [RS96, DR99, LMM00, MNG+01, MGL+02]. Typically one
optimizes some quantity like congestion in the network, the average packet delay or the
total number of electronical interfaces. Usually the problem is formulated as a mixed
integer linear programming (MILP) problem. The proposed formulations tend to lead
to intractable problems, thus justifying the use of heuristic algorithms at the same time.
The usual heuristic approach is to solve the problem in parts, first decide some set of
lightpaths which constitute links for the logical layer, and then trying to find a feasible
configuration for both the optical and the logical layer satisfying the LT constraints and
minimizing the chosen objective function (e.g. minimizing the maximum load in logical
links).

In [ZA95] the authors proposed to maximize the single hop traffic as an alternative op-
timization goal. This simplifies the the joint problem considerably by allowing one to
neglect the traffic routing in the logical layer. In the same paper the authors proposed a
simple greedy heuristic, called CP1, to solve the single hop maximization problem. The
heuristic configures one lightpath at a time between such nodes where the volume of sin-
gle hop increases the most. In this paper we propose two alternative greedy heuristics.
The first heuristic, iterative CP1, is a combination of CP1 and any static RWA algorithm.
The static RWA algorithm is used to “pack” the current lightpaths more efficiently when
needed in order to allow CP1 to configure additional lightpaths. The second heuristic, de-
noted with CP1e, is similar to CP1 but uses a novel dynamic order in which it configures
the lightpaths. Both algorithms proposed are shown to be superior to CP1.

The rest of the paper is organized as follows. First, in section 2, we present one MILP
formulation to the LTD problem and describe the respective terminology. Then, in sec-
tion 3 the maximization of single hop traffic is formulated and explained together with
a greedy heuristic proposed in [ZA95] and two new greedy heuristics. In section 4 the
new heuristics are shown to have a better performance. Finally, section 5 contains the
conclusions.
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2 MILP Formulation

In this section we will give an MILP formulation for the joint LTD problem where the
objective is to minimize the average number of optical hops a packet traverses. The used
notation and variables, following [RS96, DR99, BM00], are presented in table 1. The main
difference is that we allow any number of physical fibres between each node pair, as
well as, any number of lightpaths between each node pair. With these definitions the
optimization problem can be formulated as follows:

Objective function: minimize the average number of hops, i.e.,

min
1∑

(s,d) λ(sd)

∑
(i,j)

λij, (1)

Subject to:

Logical Topology Design:

(links in)
∑

j

bji ≤ ∆(in)
max, ∀ i (2a)

(links out)
∑

j

bij ≤ ∆(out)
max , ∀ i (2b)

(value range) bij ∈ {0, 1, 2, . . .}, ∀ (i, j) (2c)

Traffic Routing: (logical layer)

(congestion) λij ≤ λmax · bij , ∀ (i, j) (2d)

(total flow) λij =
∑
(s,d)

λ
(sd)
ij , ∀ (i, j) (2e)

(lightpath existance) λ
(sd)
ij ≤ λ(sd)bij , ∀ (i, j), (s, d) (2f)

(flow conservation)

∑
j

λ
(sd)
ij −

∑
j

λ
(sd)
ji =




λ(sd), if i = s,

−λ(sd), if i = d,

0, otherwise.

∀ (s, d), i (2g)

(value range) λ
(sd)
ij ≥ 0, ∀ (i, j), (s, d) (2h)

Routing and Wavelength Assignment: (optical layer)

(channel assignment)
∑

k

c
(k)
ij = bij, ∀ (i, j) (2i)

(consistency) c
(k)
ij (l,m) ≤ c

(k)
ij , ∀ (i, j), (l,m), k (2j)

(distinct channel)
∑
ij

c
(k)
ij (l,m) ≤ plm, ∀ (l,m), k (2k)

(lightpath continuity)

∑
k,m

c
(k)
ij (l,m)−

∑
k,m

c
(k)
ij (m, l) =




bij , if l = i,

−bij, if l = j,

0, otherwise.

∀ (i, j), l (2l)
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constant explanation

pij number of physical fibres i→ j, 0 if none.

λ(sd) average traffic load from s to d, traffic matrix in logical layer, e.g. pkt/s.

hij physical hops constraint, the number of links a lightpath i → j can traverse
(constraint).

∆(in)
max maximum logical in degree, i.e. number of optical receivers.

∆(out)
max maximum logical out degree, i.e. number of optical transmitters.

λmax maximum congestion in the logical layer, λmax ≤ max
i,j

λij .

variable explanation

bij number of lightpaths i→ j.

c
(k)
ij number of lightpaths i→ j using the wavelength channel k.

c
(k)
ij (l,m) number of lightpaths i→ j using the wavelength channel k at link l→ m.

λ
(sd)
ij proportion of traffic from s to d routed through lightpath i→ j.

λij virtual traffic load in lightpath i→ j, consists of proportions λ
(sd)
ij .

Table 1: Notation.

(hop constraint)
∑
lm

c
(k)
ij (l,m) ≤ hij , ∀ (i, j), k (2m)

(value range) c
(k)
ij ∈ {0, 1}, ∀ (i, j), k (2n)

c
(k)
ij (l,m) ∈ {0, 1}, ∀ (i, j), (l,m), k (2o)

Note that the traffic in the logical layer can be bifurcated to any number of flows. In prac-
tice it is very unlikely that the network operators will allow this but instead use one (or
few) route(s) for all the traffic between each s−d pair. Requiring this, however, makes the
traffic routing subproblem even harder to solve. Thus such requirement is not included
nor considered in this paper.

2.1 Alternative Objective Functions

The presented MILP formulation minimizes the average number of hops a packet takes
[BM00], i.e. how many times a packet needs to be processed on average in the electronical
layer before it reaches its destination. Note that this is a linear function, as the factor in
front of the summation is a constant for a given traffic matrix.

Alternatively one could minimize the maximum congestion λmax. In [RS96] the authors
limited themselves to the case of a single fibre per link and at most one lightpath between
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Figure 2: Relationships between the different subproblems. The global optimum requires
taking each subproblem into account.

any node pair. With these restrictions the (almost) identical formulation turns out to be a
MILP problem [RS96].

Also in [PKG02] the authors have proposed to primarily minimize the maximum con-
gestion λmax. As this objective function typically leaves a plenty of freedom on how to
configure non-congested links/lightpaths the authors propose to minimize the average
packet hop distance as a secondary objective once the minimal λmax has been obtained.
The problem that the presented MILP formulation allows the traffic to bifurcate onto nu-
merous lightpaths in arbitrary proportions is also addressed in [PKG02].

Furthermore, in the designing phase one could ask how many electronical interfaces are
needed to support a given traffic matrix, i.e. the number of electronical interfaces would
be the objective function to be minimized.

2.2 Decomposition of LTD

The MILP formulation presented is often intractable and one must try other sub optimal
approaches to tackle with the problem. A straightforward approach is to solve the joint
LTD problem in parts. Namely, we can decompose the joint problem into the following
subproblems (see figure 2):

i) Logical topology design (LTD), i.e. Eqs. (2a)-(2c).

ii) Traffic routing (TR), i.e. Eqs. (2d)-(2h).

iii) Lightpath routing and wavelength assignment (RWA), i.e. Eqs. (2i)-(2o).

Basically, one can first fix some LT and then try to find a feasible RWA and TR for it. This
can be repeated iteratively; the LT can be modified based on the current configuration
and then steps ii) and iii) can be repeated.
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Fixing the logical topology (LT), i.e. fixing the lightpaths, is in a way the hardest step to
take as one does not know the final value of the objective function until the other subprob-
lems, traffic routing and lightpath establishment, are solved. Nonetheless, one is suppose
to decide on the logical topology before these later steps are taken based on the avail-
able information. For the logical topology we have two requirements. Firstly, the logical
topology must be realizable, that is one must be able to solve the resulting RWA problem
without violating the physical constraints (e.g. not exceeding the number of wavelengths
available). Secondly, the resulting logical topology should allow an efficient routing at
logical layer (e.g. IP layer).

3 Maximization of Single Hop Traffic

One possibility to simplify the MILP formulation is to consider only the total volume of
traffic carried with one optical hop as proposed in [ZA95]. That is, we assume that one is
only interested in the traffic which reaches its destination without electronical processing
in intermediate nodes. Then we do not have to determine the routes in the logical layer,
which simplifies the problem considerably. In this case the constraints (2d)-(2h) defining
the traffic routing (TR) can be replaced with,

(single hop traffic) λone =
∑
(s,d)

λ(sd) · bsd (3)

And as a new objective we try to maximize the single hop traffic, i.e. the objective function
is simply,

max λone,

which is clearly a linear function. Note that this formulation still leaves the traffic routing
(TR) in the logical layer open but fixes the logical topology (LT) and routing and wave-
length assignment (RWA). Thus, solving the “single hop maximization” problem gives a
logical topology for which one must solve, exactly or approximately, the traffic routing
problem.

This approach of decomposing the joint problem was first proposed in [ZA95], where
the MILP formulation assumed a fixed set of one shortest path for each node pair. The
authors named the problem as CP problem. We will return to this formulation and present
respective heuristic algorithms later in section 3.1.

3.1 Greedy Heuristics for Single Hop Maximization

When configuring lightpaths onto a network in order to maximize the volume of single
hop traffic one can use the following principle:

Principle 1 (Configure fully used direct lightpaths first)
Let tsd be the traffic flow s→ d and let t′sd denote the traffic which requires exclusively the
total bandwidth of one lightpath, i.e.,1

t′sd = dtsde .
1or dtsd + δewhere δ is some small constant.
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It is clearly advantageous to route the traffic corresponding to the t′sd directly to its desti-
nation if possible. This can be seen as a traditional static RWA problem, where the goal
is to minimize the number of used wavelengths. These lightpaths are already fully used
and thus can be neglected when routing the remaining traffic in the logical layer.

Thus, the solution of RWA problem can be used as a starting point for any heuristics. The
remaining problem is to configure the traffic matrix,

t
(r)
sd = tsd − t′sd,

where each component is less than one. Typically the small traffic flows are combined at
some node (traffic grooming) and routed further together.

As was mentioned earlier, in [ZA95] maximization of the single hop traffic was first pro-
posed. First the authors formulated the problem as an MILP problem with some addi-
tional restrictions (e.g. the routes were fixed beforehand), which was named as CP prob-
lem. Even though the CP problem is considerably easier to solve than the whole joint
problem, the formulation can still lead to an intractable problem when the number of the
network nodes is large. Thus the authors in [ZA95] also suggested an approach where
lightpaths are established on one wavelength layer at a time. The problem of maximizing
single hop traffic in one wavelength layer was named as CP1, and it is clearly equivalent
to CP with one wavelength layer. After configuring one layer the traffic matrix is updated
by subtracting the traffic carried on the current layer. Then the same step can be taken for
the next layer, if available.

3.2 CP1 Heuristic

The authors in [ZA95] also suggested a heuristic algorithm to solve the CP1 problem, i.e. a
greedy heuristic algorithm which assigns lightpaths at the current wavelength layer in the
order defined by the (residual) traffic matrix. Note that this order agrees with principle
1, i.e. the algorithm configures first such lightpaths s → d, which will be used solely by
the single-hop traffic s → d. Similarly, once no more lightpaths can be established to the
current layer the traffic matrix is updated and the algorithm moves to the next layer. This
is repeated until the maximum number of wavelength layers is reached. Formally the
heuristic algorithm is described in algorithm 1.

3.3 Iterative CP1

The CP1 heuristic can be improved by using a static RWA algorithm to “pack” the current
LT when the CP1 algorithm is no longer able to configure more lightpaths. A good (and
fast) candidate for static RWA problem, the layered RWA algorithm, is presented in sec-
tion A.2. If the used static RWA algorithm manages to find more “space”, then the CP1
heuristic can continue and configure additional lightpaths. This can be repeated until no
new lightpaths can be configured onto network.

The idea is simple and is formally presented in algorithm 2. It is clear that as the itera-
tive version only configures additional lightpaths to the solution(s) of the basic CP1, the
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Algorithm 1 Heuristic Algorithm for CP1 [ZA95]
1: let N be the set of network nodes
2: set ts,d ← λ(sd) {the initial traffic intensity from node s to node d}
3: X ← (one of) the shortest path ` for each node pair (s, d) ∈ N ×N
4: W ← 0
5: while W < Wmax do
6: W ← W + 1
7: sort the paths in X in the descending order of traffic intensity ts,d
8: for each ` ∈ X do
9: if path ` is free at layer W then

10: assign a lightpath to path ` at layer W
11: ts,d ← max{0, ts,d − C} {remaining traffic}
12: end if
13: end for
14: end while

amount of single hop traffic will never be less than what CP1 alone would manage to
configure. Note that as the RWA algorithm only configures lightpaths between the given
set of s − d pairs, the solution will never violate the logical degree constraints as long as
the original solution is feasible.

Algorithm 2 Iterative CP1
1: Configure lightpaths using CP1
2: repeat
3: Reconfigure the current LT using static RWA algorithm (“pack”)
4: if more than W wavelength layers is used then
5: return the previous legal configuration
6: end if
7: Keep the established lightpaths fixed and continue with CP1
8: until no new lightpaths can be configured

3.4 Enhanced CP1

In algorithm 3 an enhanced version of CP1 algorithm is presented. The main difference
is that CP1e uses n shortest paths instead of one. Also the order in which paths are con-
figured is a bit different and reminds closely the ideas behind the layered RWA algorithm
6. Furthermore, the term corresponding to the residual traffic matrix is modified to be
min{1, ti,j} to reflect the fact that one wavelength can carry at most one unit of traffic (i.e.
it does not matter which connection is configured as long as the lightpath channel is fully
utilized).

Thus, the order is defined by the first different number in the sequence (smaller first),

( ∆(p), −min{1, ti,j}, −`p, p1, . . . , pn(p)),

where ∆(p) is the number of additional hops the path p uses when compared to minimum
possible, ti,j is the residual traffic from i to j, `p is the length of path p (in hops), and pi are
the node numbers along the path. The order is clearly well-defined.
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Algorithm 3 Enhanced CP1
1: X ← n shortest routes for each s− d pair
2: Let ti,j be the (residual) traffic from i to j
3: Let z(p) = ( ∆(p), −min{1, ti,j}, −`p, p1, . . . , pn(p))
4: W ← 1
5: while W ≤Wmax do
6: X ′ ← X
7: repeat
8: Take path p ∈ X ′ with the smallest z(p) and remove it from X ′

9: if path p is free at layer W then
10: Configure a lightpath p at layer W
11: Update traffic demands: ti,j ← max{0, ti,j − 1}
12: end if
13: until X ′ is empty
14: W ← W + 1
15: X = {p ∈ X : tp1,pn(p)

> 0}
16: end while

The fact that algorithm 3 configures the longer paths (which need more resources) first
instead of shorter paths may lead to worse overall results when the problem itself is ill-
posed in that the available resources are inadequate with regard to the traffic demand.
Otherwise, configuring the longer lightpaths first seems to be a good strategy as they are
clearly harder to configure than the shorter lightpaths at later steps of the algorithm.

Note that for each layer the order is dynamic unlike the case was with CP1. Furthermore,
as the order reminds closely the order of the layered RWA algorithm 6 the iterative version
using the layered RWA algorithm to reconfigure the current LT is unlikely to give any
improvement. However, using a more sophisticated RWA algorithm may turn out to be
successful.

3.5 Connectivity

The problem with blindly maximizing the single hop traffic is that solution does not nec-
essarily result in a connected logical topology. In the literature the following approaches
have been suggested to guarantee a connected logical topology:

i) In [ZA95] it is proposed that before filling the last wavelength layer one makes sure
that the graph is connected by adding necessary lightpaths. Then the algorithm
proceeds normally and fills the last wavelength layer normally.

ii) In [RS96] and [BM00] it is proposed that if the (maximum) logical degree is greater
than the physical degree then one initially assigns a lightpath to each physical link
before configuring any other lightpaths. This clearly ensures a fully connected log-
ical topology. If the traffic is highly localized this should not hinder the solution
much. Note that if the heuristic algorithm solving LT includes RWA, as is the case,
e.g. with [RS96], one should not assign a wavelength for these short lightpaths yet
but instead just reserve one channel, and fix the wavelength when the number of
free channels in corresponding link becomes one.
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4 Numerical LTD Example

In this section we present some numerical results obtained with the different heuristic
LTD algorithms. As a test network we use the example network of the Cost 239 project,
which is depicted in figure 3 together with the used traffic matrix (scaled to the capacity
of wavelength channel).
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Figure 3: Cost 239 project test core network.

Heuristic algorithms CP1, CP1e and the iterative version of CP1 were run for W = 4, 6, 8, 10, 12
and 14 wavelength channels. The number of available transmitters and receivers was as-
sumed to be infinite. Note that the routing at the logical layer was not determined, but
instead the traffic carried with single hop was used as a goodness criterion.
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Figure 4: Configured lightpaths from Copenhagen (node 11). Upper row corresponds to
the algorithm CP1 with W = 4, 6, 8, 10, 12 and 14 wavelength channels. Lower row corre-
sponds to the iterative version.

In figure 4 the configured lightpaths from Copenhagen are depicted for CP1 and its iter-
ative version as a function of available wavelength channels. The connections the algo-
rithm configures seem reasonable.

In figure 5 the carried traffic is depicted for each algorithm as a function of available
wavelength channels. From the figure it can be noted that both the CP1e and iterative
version of CP1 find a configuration which carries all the traffic in single hop (full connec-
tivity) with several wavelength channels earlier than the simple CP1 heuristic (W = 10
vs. W = 14) does. This is partly due to the fact that the other two versions are allowed to
use alternative routes, but also the order in which the lightpaths are configured plays an
important role.

Finally, figure 6 shows the number of lightpaths each algorithm configures in the network
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Figure 5: The volume of single hop traffic for CP1 and an iterative version. On the x-axis is
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Figure 6: The number of lightpaths (logical links) configured as a function of the number
of wavelength channels available.

as a function of wavelength channels available. It can be noted that the CP1e configures
more lightpaths that the others especially when the network resources are scarce.

5 Conclusions

In this paper we have studied logical topology design (LTD) using greedy heuristic algo-
rithms to maximize the single hop traffic. The MILP formulation of LTD leads to com-
putationally intractable problems for any reasonable size network and leaves heuristic
algorithms as the only possible practical solution. On the other hand the maximization
of the single hop traffic resembles closely the objectives set by logical topology design
problem.

In [ZA95] a simple and robust algorithm, CP1, is presented for the maximization of the
single hop traffic. In this paper we have presented two improved versions of CP1, namely
CP1i (iterative) and CP1e (enhanced). The iterative version combines CP1 with any static
RWA algorithm, while CP1e incorporates new heuristic rules which improve the perfor-
mance of the algorithm when compared to basic CP1. Both new versions were shown to
have a better performance by means of numerical simulations.

Furthermore, a layered RWA algorithm to solve a static RWA problem is presented in
section A.2. An example case suggests that the layered RWA algorithm performs fairly
well when compared to other greedy heuristics. As being fast and robust algorithm with
reasonably good performance, the layered RWA algorithm is a good candidate to be in-
corporated into the iterative CP1.
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A Static Routing and Wavelength Assignment

As was mentioned earlier the (static) routing and wavelength assignment (RWA) is a
subproblem of LTD problem where the aim is to configure a given logical topology onto
the given physical topology, or in other words, to establish a given set of lightpaths in the
optical layer.

The physical constraints are typically just the maximum number of wavelength channels,
W , available and the requirement of the distinct channel assignment (DCA). The logical
node degree, i.e. the number of transceivers in each node, should already be taken into
account when defining the set of lightpaths to be established.

A.1 Greedy RWA Algorithm

In this section we present a simple greedy algorithm to obtain a reasonable configura-
tion. Algorithm 4 contains a version of Dijkstra’s shortest path method which obtains S
shortest routes from node s to node d.

Note that the idx function described in the algorithm is used to sort the paths in a certain
order. The primary key is the number of additional hops, i.e. the paths using additional
hops are given a lower priority. The second criterion is the length of the path, the longer
paths come before the shorter ones. If these two criteria are the same, then the order is
defined by the first different node along the paths; smaller node number comes first.2 The

2when searching for the S shortest paths we use the same logic in case of equally long paths.
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Algorithm 4 S shortest paths
1: let L = {(si, di)} be a list of node pairs for which a lightpath is suppose to be config-

ured
2: find the S shortest paths for each (si, di) ∈ L, and store the triples (si, di, pi), where pi

is the corresponding path, to a list X
3: let len(pi) be the length of path pi (in number of hops)
4: let sp(pi) = sp(si, di) be the length of the shortest possible path from si to di

5: let idx(pi) = (N + 1) · [len(pi)− sp(pi)]− len(pi) +
∑len(pi)

j=1 pi(j)(N + 1)−j,
where pi(j) is the node number of jth node in path pi

6: sort the list X = {(si, di, pi)} in increasing order of idx(pi)
7: return the list X

last criterion is only needed to ensure an unambiguous ordering, which makes it possible
to reproduce the simulation results.

Algorithm 5 Greedy RWA
1: use algorithm 4 to find shortest paths for each lightpath request
2: form WA graph G where each node represents one lightpath, and lightpaths sharing

a link are set as neighbours
3: use greedy node coloring algorithm (see e.g. [Bré79]) to color the nodes of G
4: return paths and chosen wavelengths

Algorithm 5 solves the RWA problem in two parts. First it uses the previously described
shortest path algorithm to obtain one route for each lightpath request, and then assigns
wavelength channels to them using a well-known greedy node coloring algorithm, de-
scribed, e.g. in [Bré79]. It may also be possible to use more sophisticated graph node
coloring algorithms like tabu search or simulated annealing, or even to do an exhaustive
search if the size of the problem permits it. Note that the greedy algorithm uses only one
shortest path for each lightpath.

A.2 Layered Approach for Static RWA

The algorithm described next tries to solve the static RWA problem so that the chosen
routing takes into account the restrictions from the wavelength assignment, while still
being very fast. The algorithm resembles closely the CP1 algorithm presented in [ZA95].
The main difference is that algorithm 1 tries to configure as many lightpaths as possible in
the order of single hop traffic they would carry using a fixed route, while this algorithm
simply tries to configure a certain set of lightpaths using any feasible routes.

Similarly as in [ZA95] we split the problem into several subproblems in which our goal is
to use the resources of one wavelength layer maximally. First we take wavelength layer
1 and configure as many lightpaths there as possible. After that layer 1 is considered
“frozen” and we are left with a new smaller problem where the lightpaths configured
to layer 1 are removed from the demand list. By doing this we hope to find a good
configuration for one layer at a time leading to a satisfactory overall configuration.

The layered RWA algorithm is described formally in algorithm 6. The algorithm resem-
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Algorithm 6 Layered RWA
1: find S shortest paths using algorithm 4 and store them in ordered list X
2: set W ← 0
3: while X 6= ∅ do
4: set W ←W + 1
5: for each (s, d, p) ∈ X do
6: if p fits in layer W then
7: assign path p at layer W for lightpath (s, d)
8: remove all paths s→ d from X
9: end if

10: end for
11: end while
12: return W

bles closely the greedy node coloring algorithms. The distinction is that here we fix both
the route (node) and color, and only one node corresponding to each s− d pair is given a
color [LS00a].

The algorithm can be easily extended to the case where there is more than one lightpath
request for some s−d pairs. Namely instead of immediately removing all the paths s→ d
after assigning one path, one decreases “multiplicity” counter for s → d. Then the paths
s→ d are only removed from the working set X when the corresponding counter reaches
zero.

The performance of the above algorithm is limited by the set of paths defined by the
parameter S and, especially, by their ordering (see algorithm 4). Namely, there exists
always a constant S < N and some ordering which lead to the global minimum. Thus we
have the following proposition.

Proposition 1
Optimal configuration in the sense of the number of channels needed can always be
reached by the layered RWA algorithm for some order of paths.

Proof:
Let Zi be the set of paths at layer i in the optimal configuration. Clearly any ordered set
beginning with {Z0 Z1 . . . ZW} leads to the optimal solution.

The algorithm could possibly be improved by incorporating a more intelligent algorithm
to fill one wavelength layer. The used greedy algorithm can assign first a long route which
blocks some of the remaining shorter connections. Especially when assigning the last few
layers more intelligent choices of routes might turn out advantageous. Also some kind of
backtracking algorithm would probably further improve the performance.

A.3 Numerical Results with RWA Heuristics

In order to validate the performance of the presented heuristic RWA algorithms we use
the network illustrated in figure 7. The logical topology to be established consists of a
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Figure 7: UKNet, a telephone network located in UK consists of 21 nodes and 39 links.

lightpath between every node pair. Table 2 contains the numerical results obtained with
different heuristic algorithms The “bidirectional” corresponds to the situation where each
lightpath is bidirectional, i.e. the same path is used in both directions between each node
pair. Similarly, the “unidirectional” corresponds to the case where a lightpath a → b
can traverse a different route than the lightpath b → a. Clearly the bidirectionality is
an additional constraint and thus the optimal unidirectional solutions should never be
worse.

Algorithm unidirectional bidirectional
Greedy 32 31
Layered 22 23
Baroni [Bar98] - 20

Table 2: Results of fully-connected UKNet.

It can be noted from the results that the simple greedy heuristic with the shortest path
routing does not perform very well. On the other hand, the layered RWA algorithm
gives reasonably good results. The results from [Bar98] are for comparison purposes and
they were obtained with moderately complex heuristic algorithm. As a conclusion we
expect that the layered RWA algorithm, while being very fast, still obtains very good
configurations.
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