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ABSTRACT

The FIT project has addressed a number of problems
arising in controlling the traffic and providing quality of
service in the Internet and in analyzing the performance of
the system. An efficient recursive algorithm has been devel-
oped for calculating the flow level performance of elastic
traffic under a bandwidth sharing scheme called balanced
fairness (BF). The notion of BF has been extended and ap-
plied to the flow throughput estimation in ad hoc networks;
also other applications of BF are being explored. Schedul-
ing mechanisms, in general, and adaptive scheduling mech-
anism with delay bounds, in particular, were studied. A sim-
ple adaptive and distributed load balancing mechanism has
been suggested and analyzed. In this system, traffic is grad-
ually redistributed based on measured link loads, leading to
a nearly optimal performance. Analytical results have been
obtained on the performance of MAC protocols in ring net-
works employing optical burst switching. For traffic matrix
estimation, the Gravey-Vaton method has been analyzed in
detail in the case of Gaussian traffic variations. The sta-
bility problem of an overloaded network with measurement-
based admission control has been analytically solved.

I. I NTRODUCTION

FIT is a joint project between the teletraffic theory group
of the Networking Laboratory of Helsinki University of
Technology (HUT) and the VTT/UH (University of Hel-
sinki) group. The site http://www.netlab.hut.fi/tutkimus/fit/
provides general information about the project. The project
started in 2001 and continues to the end of 2004. For vari-
ous reasons, the center of the gravity of the project at HUT
has shifted towards the end of the project and at the time of
this writing (March 2004) the project is still going on with
five researchers working full time. Therefore, this report is
not complete but more results will be produced.

At a general level, the objective of the project has been
to study methods for traffic handling in the Internet in order
to avoid or manage congestion and methods for providing
Quality of Service (QoS) and QoS differentiation and, fi-

nally, to develop methods for analyzing the performance of
such systems. The specific topics studied are detailed be-
low.

Balanced Fairness (BF) discussed in Section II can, on
one hand, be viewed as an ideal bandwidth sharing scheme.
On the other hand, BF can be seen as a computational ap-
proximation tool for analyzing more easily implementable
schemes like max-min fairness. Scheduling, which is the
topic of Section III, is the key mechanism for QoS differen-
tiation in the routers; packets belonging to different traffic
classes are handled differently. Load balancing is one of the
basic tasks of Traffic Engineering (TE) in a network. Sec-
tion IV introduces a simple adaptive mechanism by which
an almost ideal load distribution is obtained without know-
ing the traffic matrix. At the transport level, modern broad-
band networks utilize optical technology, which poses dif-
ferent type of traffic handling problems. In Section V, the
performance of MAC protocols in an optical ring network
using optical burst switching is analyzed. Many traffic han-
dling operations at the network level require knowledge of
current traffic demands between different origin-destination
pairs. Estimating the traffic matrix on the basis of link load
measurements, however, is a strongly under determined
problem and poses a big challenge. Results of a study re-
lated to a recently introduced method are discussed in Sec-
tion VI. Some traffic measurements have also been done in
the project as briefly documented in the next section. Sec-
tion VII deals with another traffic handling method, mea-
surement based admission control for networks subject to
overload. The analysis of a simple network model demon-
strates how the lack of complete state information makes the
stability of the system very sensitive to its parameters

II. B ALANCED FAIRNESS

In the Internet, the bandwidth resources of the network
are shared between all concurrent traffic flows. Typically,
the sharing is determined by a flow control protocol such
as the TCP (Transmission Control Protocol), which is used
by the majority of applications. An objective of bandwidth
sharing is some kind of fairness, but what fairness means
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when there are many resources (link capacities) shared by
several flows with different routes is not obvious. Many def-
initions have been developed, including the classical max-
min fairness and proportional fairness. These are special
cases of a more general class of so-called utility based fair-
ness criteria [1].

A new notion of fairness, called balanced fairness (BF),
has recently been introduced by Bonald and Proutière [2]-
[4]. The most important property of BF is that it leads
to completely insensitive network performance: the perfor-
mance under BF depends solely on the traffic loads on dif-
ferent routes but not of any other traffic characteristics (e.g.,
flow size distribution). This is a very desirable property
from the point of view of networks design and management.
Another remarkable property of BF is that the performance
in a real dynamic setting, where new flows arrive stochas-
tically and depart upon completion, can be evaluated in an
analytic form for many important network topologies.

The analysis of a network performance under Balanced
Fairness is based on the theory of Whittle queueing net-
works [5], i.e. networks of Processor Sharing (PS) nodes
the capacities of which,φi(x), depend on the global net-
work statex in a “balanced way”. This condition means
that there exists a balance functionΦ(x) such that

φi(x) =
Φ(x − ei)

Φ(x)
∀i, x, (1)

wherex−ei denotes the network state with one class-i cus-
tomer less than in statex. Balanced Fairness refers to a ca-
pacity allocation that satisfies the balance condition (1) and
at the same time utilizes the network resources maximally.

An important contribution of the FIT project was the de-
velopment of a recursive method for an exact calculation of
the normalization constant of a BF system [6, 7] (from the
normalization constant all the performance metrics can be
easily derived). Notably, the algorithm completely avoids
solving the balance function explicitly. The recursion is also
very efficient: in a system withn flow classes only2n num-
bers have to be recursively calculated, in contrast to some
Nn numbers in a direct calculation, whereN typically, de-
pending on the desired accuracy, is of the order of 100.
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Figure 1: An example of a 4-level tree.
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Figure 2: Comparison of class-10 throughput lower and up-
per bounds with the exact result. From bottom up: store-
and-forward, parking lot, exact, deterministic.

The method has been applied to practically important
topologies for access networks, like parking lot and general
tree with and without access rate limits. An implementa-
tion of the recursion for a general tree network has been
added to the Qlib library [8]. As an important side result it
was proven in [7] that BF is Pareto efficient in all tree net-
works, i.e. no network resources are wasted by the balance
condition. Explicit results have been worked out for several
example networks. In Figure 1 a four level tree network is
illustrated and Figure 2 shows the flow throughput in this
network for class-10 flows going through the links 10, 7, 3
and 1.

As noted before, the distinguishing feature of BF is its
insensitivity. In contrast, all utility based fairness schemes
are sensitive except for some special network topologies,
where they coincide with BF. Indeed, Bonald and Proutière
have shown that in order for any queueing network of PS
nodes to be insensitive the resource allocation has to be bal-
anced. This result was extended to any network of symmet-
ric queues in [9].

An extensive study of the sensitivity properties of vari-
ous schemes was undertaken in [10]. The study confirms
that the non-BF schemes are sensitive (their performance
was evaluated by simulations). The sensitivity on the flow
size distribution, however, is not very strong; more pro-
nounced is the sensitivity with respect to so-called time
scale changes. It was also found that, largely speaking,
BF provides a reasonably good approximation for the per-
formance of max-min fairness. Furthermore, it was con-
firmed that in a network topology called hypercycle, BF is
not Pareto efficient but some capacity is wasted. This is
illustrated in Figure 3. Fortunately it turns out that in a dy-
namic setting the impact of the capacity waste is minor. An
analytical representation for the balance function of a sym-
metric 3-link hypercycle was obtained in [11].

The concept of BF was extended in [12] to the case where
the constraints are more complicated than fixed link capac-
ity constraints. In particular, [12] outlines an approach for
the case where the flows can be split over several routes
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Figure 3: The capacity waste in a 3-link hypercycle.

and the constraints are then of the type encountered in mul-
ticommodity flow problems. The important insight is that
in a given statex, given the balance function for all states
y < x, the balance condition (1) fixes the capacity allo-
cations up to a multiplicative factor1/Φ(x). Then,Φ(x)
can be recursively determined by making it at each point
as small as allowed by whatever constraints the system is
subject to.

This idea was further developed in [13], where the joint
problem of scheduling and resource sharing was studied in
an ad hoc network, where the simultaneous use of some
links is limited by the interference. In an idealized model,
the effect of scheduling can be viewed as allowing, under
certain limits, a shift of capacity from one link to another
one. Again, the system constraints are not just fixed link
constraints. By applying the extended BF principle, it was
possible to determine both the schedule and resource shar-
ing in such a way that the resources are maximally utilized
while preserving the balance property guaranteeing the in-
sensitivity and robustness of the system. In addition, ana-
lytical tractability is retained, at least for smaller systems.

In the FIT project, several studies related BF are still go-
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Figure 4: Bandwidth allocations as a function of time
in a simulation run with an adaptive scheduler.

ing on. In [14] the possibility of insensitive adaptive routing
is being studied. In insensitive routing, not only the capacity
allocations are balanced but also, separately or jointly, the
arrival rates determined by the probabilistic routing. In an-
other study [15], queueing network models, such as BF, are
being applied to the analysis of flow throughputs of the data
traffic in a cell of a cellular network with finite user popu-
lation. Application of BF to closed queueing networks was
explored in [16]. A general tutorial on Balanced Fairness is
also available on the web site of the project [17].

III. S CHEDULING AND QUALITY
DIFFERENTIATION IN DIFFSERV

During the last decade the Internet has developed into a
public multiservice network that should be able to support
heterogeneous applications and customers with diverse re-
quirements. For this reason, quality of service (QoS) provi-
sioning in the Internet has gained increasing attention. Gen-
eral service architectures, e.g. Differentiated Services (Diff-
Serv) [18], have been proposed in the literature for pro-
viding QoS. In DiffServ, common resources are allocated
among service classes. Packet scheduling is the mechanism
primarily responsible for the allocation.

In [19] and [20], we studied issues related to quality
differentiation, traffic mapping and scheduling in DiffServ.
The focus was on the differentiation of two important qual-
ity parameters, capacity and delay. Two models were con-
cerned in detail, absolute capacity differentiation and pro-
portional delay differentiation with delay bound, and vari-
ous packet schedulers were investigated by simulations. Ac-
cording to the results, provisioning and differentiation with
static resource allocation methods is problematic but with
some adaptive schedulers tunable so that consistent differ-
entiation can be achieved. Based on these observations, we
suggested that in DiffServ networks an adaptive scheduler
with delay bound should be used for resource allocation.
We also argued that from applications point of view it is
beneficial to map different traffic types into separate service
classes.

Figures 4 and 5 illustrate the behaviour of an adaptive
scheduler (HPD with delay bound) in a simulation run with
mixed traffic in four service classes. It can be seen that the
bandwidth allocation follows quite well the development of
queue lengths: if the queue of a class starts to build up, more
resources are allocated to the class.

IV. A DAPTIVE L OAD BALANCING USING
MPLS

Multiprotocol Label Switching (MPLS) [21] brings up
new possibilities to improve the performance of IP net-
works. Notably the explicit routing of MPLS facilitates bal-
ancing the load by moving traffic from a congested part of
the network to some other part in a well controlled way.
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Figure 5: Queue lengths as a function of time in a simulation
run with an adaptive scheduler.

In [22], we studied adaptive load balancing based on
measured link loads without knowledge of the full traffic
matrix. As an objective for load balancing we used min-
imizing the maximum link utilization and minimizing the
mean delay in the network. A simple adaptive and dis-
tributed algorithm was presented to obtain these objectives.
In addition, a numerical method was developed to evaluate
the performance of the algorithm. The method was applied
to three test networks. The results showed that the maxi-
mum link utilization and the mean delay obtained in a rea-
sonable number of iterations are very close to the optimal
values, even with random traffic fluctuations in the time-
scale of the measurements.

Figure 6 illustrates how our adaptive algorithm ap-
proaches the lowest possible level of the maximum link uti-
lization (0.54) in less than 100 iterations when applied to
a test network with 10 nodes, while the standard min-hop
routing results in a much higher level of congestion corre-
sponding to the maximum link utilization of 0.88. Three
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Figure 6: The maximum link utilization as a function of
the number of iterations in a numerical evaluation run of an
adaptive load balancing algorithm.

different adaptation granularities are applied. With a finer
granularity (g = 50, 100), the adaptive algorithm converges
slightly slower but much more smoothly than with a coarse
granularity (g = 10).

V. OPTICAL BURST SWITCHING

Wavelength division multiplexing (WDM) is a tech-
nique, where several optical channels are used concurrently
to transfer massive amounts of information, even terabits
per second, in a single optical fibre. Optical networks em-
ploying WDM play already an important role in the cur-
rent backbone networks and the trend is that WDM will be
adopted also in MAN and finally in LAN networks.

In optical burst switching network optical bursts are used
to transfer the data [25]. Each burst consists of several con-
catenated (IP) packets all having the same destination node
and thus routed along the same path. Hence, the optical
burst switching (OBS) can be seen as an intermediate step
from the wavelength routed networks (i.e. circuit switching)
towards the optical packet switching.

In an OBS network the necessary resources are typically
reserved only for the duration of the burst. In particular,
the source node first sends a control packet or frame to in-
form the receiver (and possibly intermediate nodes) about
the coming burst. The receiver and intermediate nodes each
check, one at a time, if the switches along the path can
be configured to deliver the burst successfully towards its
destination. Meanwhile, after a certain offset time, the ac-
tual data burst is sent along the same path without waiting
for any acknowledgment from the receiver (or intermediate
nodes).

Optical ring network is a suitable solution for metropoli-
tan area networks (MAN). One cost effective solution us-
ing the OBS paradigm is described in [26, 23], where each
station of the ring has a dedicated fixed “home wavelength
channel” for transmitting its bursts. In addition to these
data channels also a shared control channel with a certain
number of circulating control frames is used to inform the
other nodes about the arriving bursts resulting a time slot-
ted system. Thus, the number of wavelength channelsW is
equal toN +1, whereN is the number of stations. Further-
more, each station has only one adjustable receiver. Thus,
no transmissions collide in the fibre. But, as each station can
listen to at most one channel at a time, burst losses may oc-
cur at the receiver in the case two or more concurrent bursts
have the same destination node. The traffic pattern for a
case withN = 4 nodes is illustrated in Figure 7.

In [24] we have studied, both analytically and numeri-
cally, the performance of the MAC protocols proposed in
[26] under static traffic conditions. In particular, we have
considered both random order and round-robin transmission
policies. When a station operates in random order policy the
transmission queue to be served next is chosen randomly
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Figure 7: Arrival process in OBS-ring network.

among the non-empty queues. In round-robin transmission
policy the non-empty transmission queues are served in a
fixed order so that during a one full period one burst is trans-
mitted from each queue. In the analysis we have consid-
ered an arbitrary receiver and derived formulae for the burst
blocking probability and the so called (receiver) efficiency,
i.e. the proportion of the time the receiver is active. In Fig-
ure 8 the efficiency is depicted for both random order and
round-robin transmission policies in a certain traffic case. It
can be seen that the round-robin order, while generally be-
ing a more fair, leads to a worse efficiency, and hence, to a
higher blocking probability.

In [24], special attention has been given to the perfor-
mance under an extremely heavy load, where each source
has always bursts to be sent to allN − 1 other destinations,
i.e. the offered load isρ = 1. Although this symmetric
heavy traffic scenario does not hopefully exist, it gives a
lower bound on blocking probability for each MAC protocol
and allows comparing their worst case performances. Note
that in an ideal situation the blocking probability would be
zero and each receiver busy all the time, leading to an av-
erage pairwise throughput ofC/(N − 1), whereC is the
capacity of one channel andN the number of nodes. How-
ever, in [24] we have shown that without any coordination
between the nodes the actual throughput will be consider-
ably less, i.e. about a half of that. This heavy traffic scenario
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Figure 8: Receiver efficiency under a heavy traffic load for
random order (upper curve) and round-robin (lower curve)
transmission policies as a function of the number of active
nodes.
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Figure 9: Efficiency forN = 10 (upper curve) andN = ∞
(lower curve) as a function of mean burst size. The constant
line represents the efficiency for very long bursts.

is depicted in Figure 9. From the figure it can be seen that
the mean burst size should be about5 slot times or more in
order to achieve a reasonably high efficiency, where the slot
time is equal to the interarrival time of control frames.

VI. T RAFFIC M ATRIX ESTIMATION

The traffic matrixx, which gives the volume of traffic
between each origin/destination (OD) pair in the network,
is a required input in many network management tasks. Un-
fortunately, the traffic matrix cannot be directly measured.
Only the link loadsy and the routing matrixA are available.
These satisfy the relation

y = Ax. (2)

Since in any realistic network there are many more OD pairs
than links, the problem of solvingx from A andy is highly
underdetermined and the problem is ill-posed.

To overcome the ill-posedness, some type of additional
information has to be brought in to solve the problem.
Typically, prior information is incorporated into the traf-
fic matrix estimation using different traffic models. Most
promising proposed methods include Bayesian inference
techniques and network tomography [28, 29, 30]

The Vaton-Gravey iterative Bayesian method [31] con-
sists of iteration and exchange of information between two
“boxes”; the first calculating an estimate for the traffic ma-
trix, given the observed link counts and parameter values
of the prior, and the second updating the parameter values.
Both boxes involve extensive numerical simulations or nu-
merical algorithms.

In the FIT project, a study [27] of the above idea has been
conducted with simplifying assumptions. The aim has been
to gain insight into the method and, in particular, the output
of the first box by examining a model simple enough to be
computed analytically. Independence and normality are as-
sumed for the OD pair distributions. This reduces the com-
plexity of the Vaton-Gravey method. Our prior information
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consists of the mean and the covariance matrix of the Gaus-
sian distribution. The attractive feature of this approach is
that the distribution conditioned on the link counts is again
Gaussian and analytical results can be obtained. When it-
eration is performed, it turns out that the expected value of
the mean does not change in the iteration after the first con-
ditioning on link counts has been made.

We have shown that when the mean,m, and the covari-
ance,C, of the Gaussian distribution is iterated, the expec-
tation of the result(m, C) of an iteration round can be writ-
ten as

{
m(i+1) = GAµ + Hm(i),

C(i+1) = C̃ + GAΣ(GA)T,

whereG, H andC̃ depend on the covariance of the prior
distribution, whileA andΣ are constant matrices. The in-
dex i refers to the iteration round. We have proven that the
meanm does not change after the first iteration.

Figure 10 illustrates the situation when two OD pairs are
to be estimated from a single link count. On the left is the
prior distribution. The real distribution that we are trying
to find out is shown on the right. From equation (2) we
know the sum of the two variablesx1, x2, telling that the
mean of the distribution is somewhere along the line shown
in the picture. The resulting distribution is shown in red,
and is the estimate of the real distribution based on the prior
distribution and link loads. The green dots are produced by
sampling from the conditional distribution, and are seen to
coincide with the explicitly calculated result, as expected.
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Figure 10: Result of the first iteration.

Directions for future work may include for example
studying the possibility of utilizing the covariance matric
in the estimation. This requires assuming a certain relation
between the mean and the variance of the OD pairs.

VII. M ODEM POOL TRAFFIC SURVEY

We continued collection and analysis of the HUT mo-
dem pool statistics started in the previous project (Com2)
funded by the Academy of Finland. In addition to the ear-
lier samples from years 1997 and 1998 surveyed in [35], we
got new samples in 2001 and 2002. A comparative study
was carried out and the results were presented in [36]. An
illustration of the results for 2002 is given in Figure 11. A
comparison with the results of 2001 shows that the daily us-
age profile has remained very much the same but the overall
traffic level has decreased almost to a half, presumably due
to a shift from modem to ADSL connections.
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Figure 11: The number of student users as a function of time
during the weekdays in October of 2002.

VIII. S TABILITY ANALYSIS OF AN
ADMISSION CONTROL M ECHANISM

In DiffServ Networks, the suggested resource allocation
mechanisms for bandwidth brokers are based on incomplete
information about the network state. In this project, we have
investigated the impact of this lack of information to the
stability properties of the mechanisms. To facilitate analyti-
cal treatment, we have restricted ourselves to a simple two-
server network with feedback admission control, depicted
in Figure 12.

Rather surprisingly, it was found that this simple network
has a non-trivial stability region. A paper on this discovery
has been submitted for publication [32]. The solution of the
problem is depicted in Figure 13, with unit input rate. The
parameter space of the server rates is partitioned into four
regions. HereA1 is the domain where the system is never
stable, no matter how strict admission control is employed.
RegionsA2 andA3 represent the situation where the over-
loaded network can be stabilized;A2 requires strict enough
admission control to be stable, whileA3 is stable with any
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Figure 12: The admission controller (AC) tracks the state of
the server 2. If the size of the queue for the server 2 exceeds
a given threshold K, the AC will block all incoming traffic.

control threshold. InA4 there is no overload present, and
thus the network is always stable. The phase diagram illus-
trates how accelerating server 1 drives the system towards
more stable regions, while rather paradoxically, speeding up
server 2 may unstabilize the network. In [32] these results
are proven and extended to more complex controllers, giv-
ing easily verifiable stability conditions for the network in
terms of the system parameters.
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mission control.

Another related problem studied in this project was con-
nected with traffic modelling. An interesting new limit pro-
cess had been recently found (later published as [33]) that
resulted in simultaneous increase of the number of sources
and the timescale. A proof of an analogous result for uni-
variate distributions with a somewhat different traffic model
was found independently, but the authors of [33] extended
their paper to cover this model as well. The attention was
moved to another aspect of long-range dependent traffic:
its behaviour under measurement-based admission control.
This means a scheme where traffic flows are accepted to
the network according to the measured load. The goal was,
in rigorous mathematical terms, to understand the empiri-
cal observation of [34] that such a control almost removes
long-range dependence, and to study how reliable this kind
of feedback mechanisms would be. This type of question
is closely connected with the question studied in [32], and
there are plans to extend the type of results obtained in [32]
for stability of Markovian networks to limiting distributions
with heavy-tailed input processes.

IX. R ESULTS AND I MPACTS

Within the FIT project so far two Master’s theses have
been completed (J. Antila and V. Timonen) and one more
will be completed in 2004 (S. Liu). One PhD work will be
completed in 2004 (E. Hyytiä), two others are at an inter-
mediate phase (L. Leskelä and R. Susitaival), and two more
at an early phase (I. Juva and J. Leino).

The FIT project has been an important element in helping
the HUT and VTT groups to strengthen their international
contacts and collaboration. During the project the groups
have been actively participating in the action COST279,
where also work done in this project has been reported.

Both the VTT and HUT groups were invited to become
members in Euro-NGI, a Network of Excellence of the EU
6th Framework Programme. Altogether 58 partners are in-
volved in this three-year activity, which was started in De-
cember 2003.

The appropriation for Senior Scientist received by Prof.
Virtamo in association to this project enabled very fruitful
visits to France Telecom R&D and to Cambridge Univer-
sity. The work on balanced fairness was initiated during
these visits, and the collaboration with the researcher’s at
France Telecom R&D continues. Several studies related to
this topic are going in the Networking Laboratory.

Prof. Virtamo has served as a member of Scientific Com-
mittee of the forthcoming program on Queueing Theory
and Teletraffic Theory at the Institute Mittag-Leffler of the
Royal Swedish Academy of Sciences. Several researcher
of the project are going to participate in the Program by a
longer stay at the Institute during autumn 2004.

Networking Laboratory of HUT hosted the 16th Nordic
Teletraffic Seminar, NTS-16, which was held in Otaniemi in
August 2002 [37]. The seminar was supported by a separate
grant from the Academy of Finland.

The results of the FIT project have been annually pre-
sented in a half-day seminar jointly organized with the do-
mestic COST279 project funded by Tekes. Researchers
from the academia and industry have been invited to attend
the seminar. Links to the programs of the last two seminars
are given in [38].

The program library of teletraffic theory functions [8]
has been maintained and developed. New functions and
algorithms have been added into the library, notably those
related to calculating the performance under balanced fair-
ness, as well as algorithms needed for network calculations
and synthetic network generation for simulation purposes.
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