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Abstract— This document gives a scalability analysis of Metro
Ethernet architecture. The purpose is to identify architedural
issues in Metro Ethernet Network (MEN) that are scalability
constraints when extending the carrier grade Ethernet serice
provided by the MEN to a routed Ethernet service. The intenton
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LANs. The subscriber LANs are connected to the MEN Transport Service Layer
with Customer Edge (CE) equipment. The Ethernet traffic
flow from one of the subscriber's LANs is encapsulated by Fig. 1. Layers of metro Ethernet architecture.

the service providers MEN into Metro Ethernet frames and

delivered to the other LANs via their CE equipment. This

service is invisible to the LAN users of the subscriber arel thhese elements might be extended to form routed Ethernet
interconnected LANs seem to be all part of the same LANservice. Finally the last section concludes the work.

To extend carrier grade Ethernet service to a routed Etherne
service the functional elements of the Ethernet architectu
needs to be extended in order to provide a network archiectu Metro Ethernet architecture is built on top of the layered
that can support scalable services like the Internet. Ttegriet network model shown in figure 1. This layered network model
routing architecture has two big advantages when comparedbnsists of three layers, the Application Service LayerRAP
Ethernet. One of these advantages is the hierarchicalngutEthernet Service Layer (ETH), and Transport Service Layer
architecture that provides true global routability. Thénest (TRAN). The same layer structure is used for, Data Plane,
advantage is the nature of the IP address. The IP addrel§s itSentrol Plane, and Management Plane. [1]
provides enough global location information for a IP router  The data plane (figure 1) provides functional elements
make independent routing decision for individual IP packeteeded to steer subscriber flows and transport traffic units
The Ethernet is a flat architecture and the MAC addresses between MEN network entities. The control plane supports
not globally routable entities nor can they be used to unjguelistributed flow management for network entities in MEN. In
identify a node. addition, the control plane defines the signaling mechanism

The next section takes detailed look into metro Ethernstipervision and connections release operations for lolisérd
architecture. It defines all the functional elements neededset up. The management plane includes fault, configuration,
provide carries grade Ethernet service. The followingisact account, performance, and security functions and support f
gives scalability analysis of these architectural elemefhe OAM tools. [1]
functional elements of the Metro Ethernet architecture areApplication Service Layer (APPJfigure 1) gives support
analyzed. In the next section suggestions are made on himwlegacy applications carried in the ETH layer through MEN
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Fig. 2. Metro Ethernet Network reference points.
External Network-to-Network Interface (figure 2) (E-NNI)

is used to interconnect two MENs. The E-NNI provides
and add-on functions to support Ethernet Service Layer (ETHeference point between network equipment inside two MENs
Metro Ethernet architecture supports basically any kind ¢hat provide the physical connection between the networks.
application layer service (TCP/UDP, IP, MPLS, etc.) to b&he E-NNI also defines the protocol exchange that is needed
carried in ETH layer. [1] in the interconnected MENS. [1]

Ethernet Service Layer (ETH)figure 1) defines Ethernet Internal Network-to-Network Interface (I-NNI) (figure 2)
(MAC address) connectivity service and handles the deliinterconnects Network Elements (NE) inside an MEN service
ery of ETH frames. ETH layer also handles service awapgoviders network. The I-NNI provides reference point for
operations, administration, maintenance, and proviagei- two directly connected NEs. The I-NNI provides the protocol
pabilities to support Ethernet type connectivity serviegH exchange that exists between NEs inside the MEN. [1]
layer supports broadcast, multicast and unicast Etheraetes ~ Network Interworking Network-to-Network Interface (NI-
formats defined in IEEE 802.3-2002. [1] NNI) (figure 2) is an interface that can be used to support Eth-

Transport Service Layer (TRANYfigure 1 gives support ernet service and virtual connections over transport nedsvo
for ETH layer connectivity in a transport mechanism innot involved in end-to-end Ethernet service. The NI-NNI is
dependent manner. Many different transport layer networksed to preserve the ETH layer frames (as payload) while
and their respective server layers (802.3PHY, 802.1 bddgdransported over transport networks not directly suppgrti
SONET/SDH, ATM VC, OTN ODUK, PDH, etc.) can beEthernet transport flows. The NI-NNI defines the protocol ex-
used to transport ETH layer flows. TRAN layer functionshange needed to connect MENSs to other transport networks.
in between the ETH layer and the physical transmissig]

mediums. [1] Service Interworking Network-to-Network Interface (SI-
_ NNI) supports interconnection of MENs with other service
A. MEN Reference Points enabling technologies (e.g., Frame Relay, ATM, IP, etcie T

Metro Ethernet architecture defines reference points thalf NNI defines the reference point and protocol exchange
must be used when sending or receiving Ethernet fram&ween MEN and another service network. [1]
across different network domains. Figure 2 shows a example
usage of these reference points and how they are usecPto
connect different parts of a Metro Ethernet architecture. Ethernet Virtual Connection (EVC)(figure 3) associates

User-Network Interface (UNI)is an interface that connectstwo or more UNIs to each other. The Metro Ethernet architec-
MEN service subscribers to MEN service providers networkiure supports three types of EVCs. These are point-to-point
UNI is functional element that consist of client (UNI-C) andEVC, multipoint-to-multipoint EVC, and rooted-multipdin
network (UNI-N) side elements (figure 2). UNI-C support&VC. The first of these EVC types can be used to associate
functionality to exchange data, control and managememieplanot more than two UNIs between each other, the second
information with MEN service provider. The UNI-C is en-type supports association between two or more UNIs, and the
tirely in subscribers domain. UNI-N is entirely in the MENrooted-multipoint EVC is an asymmetric association betwee
service providers domain. The UNI-N supports functiogalitone or more root UNI(s) and at least one leaf UNI. In the
to exchange data, control, and management plane informatiooted-multipoint EVC root UNIs can send ETH frames to any
with the MEN. [1] UNI but the leaf UNIs can only send ETH frames to root UNIs

MEN Functional Elements



not to other leaf UNIs. The point-to-point and multipoiott ingress flows to the TAF of the UNI-C. The ingress processing
multipoint EVCs are symmetric connections and bi-dirawio entity is responsible for reception of egress service feame
meaning that UNIs associated with the EVC can send ETitbm TAF of the UNI-C, egress service frame classification
frames to each other. UNI must have at least one EVC to bed conditioning and forwarding the egress service frames t
able to communicate with another UNI. One UNI may havsubscribers Ethernet flow domain. [3]
more than one EVC in it but this demands service multiplexing ETH Subscriber Conditioning Function (ESCF)(figure
to be applied in the UNI. [3], [2] 3) is a processing entity responsible for conditioning of
Each UNI maps ETH frames into the EVCs with the use a&fubscriber flows into and out of service providers Ethernet
Customer Edge VLAN ID (CE-VLAN ID) per EVC map. In flow domain. The egress process of the ESCF is responsible
this map every CE-VLAN ID is mapped to one EVC (UNI carfor reception of ETH frames from the Ethernet flow domain
support bundling when all or some CE-VLAN IDs are mappedf the service provider and classification of these frames. |
to one EVC).In addition, UNIs must support association @fddition, the egress process is responsible for forwalrtthese
untagged frames to an EVC. The CE-VLAN ID value idrames towards the TAF of the UNI-N. The ingress process
carried in the 802.1QTag field that holds 12 bit space faf the ESCF is responsible of receiving ETH frames from
VLAN-ID. Because of the 12 bit restriction only 4095 CE-+the TAF of the UNI-N, classification of these frames, Claés-o
VLAN IDs can be supported at each UNI. [3], [2] Service instance determination, ETH frame conditioninBHE
The CE-VLAN ID per EVC maps are predetermined andervice frame shaping per resource management requirement
normally MEN service providers dictate these maps to subnd forwarding egress ETH frames towards the Ethernet flow
scribers UNIs. The Metro Ethernet Forum has not specifiebmain of service provider (EEAF). [3]
a dynamic way of setting up an EVC with a purpose built ETH Provider Conditioning Function (EPCF) (figure 3)
signaling protocol. However, this is seen as one of the &tudoes conditioning of ETH flows between two MENs. The
work items. [2] ingress process of EPCF is responsible of receiving ETH
APP to ETH Adaptation Function (EAF) (figure 3) is frames from TAF of the E-NNI and forwarding these frames
a class of processing entities that provide adaptation ef tto the Ethernet flow domain (EEAF) of the service provider.
APP layer PDUs to ETH layer. EAFs are application (e.gThe ingress process also does classification, CoS instance
IP, voice, video, TDM, etc.). specific entities. The EAF isletermination, ingress frame conditioning. The egressqs®
the logical interface between the APP and ETH layer. Tred EPCF is responsible for receiving ETH frames from EEAF
EAF consists of source and sink processes. The formeraisd forwarding them to the TAF of the E-NNI. The egress
responsible for LLC PDU formation, EtherType allocationprocessing also includes service frame classification and ¢
padding, and multiplexing adapted client PDUs to EFT#itioning. [3]
function. The later is responsible for de-multiplexingeci ETH EVC Adaptation Function (EEAF) (figure 3) is a
PDUs from EFTF, EtherType processing and decapsulatigamipcessing entity that adapts ETH frames into and out of
and LLC PDU extraction and forwarding to client processeEVCs. The EEAF is responsible of instantiation of an EVC.
[3] The EEAF consists of separate source and sink processes.
ETH Flow Termination Function (EFTF) (figure 3) is The source process maps conditioned ETH frames into their
a functional entity that creates and terminates ETH néfVC PDUs and forwards the PDUs towards the EVC(s). The
work flows. It also functions as a protocol interface betweesource process of the EEAF also adapts the subscriber CoS
APP and ETH layers. The EFTF consists of source atid into service provider CoS, multiplexes ETH frames from
sink functionality. The source functionality is used for IET various service instances into their corresponding EV@, an
frame preparation (destination and source MAC addressbkaffer management and scheduling based on the CoS. The
802.1QTag, and user data preparation), Formatting of ETihk process of the EEAF handles the de-multiplexing ETH
PDUs, and forwarding the PDUs to Ethernet flow domaifirames from the EVCs into their service flow instances and
The sink functionality is responsible for receiving the ETHorwards these frames to TAF of the UNI or E-NNI (ESCF or
PDUs from Ethernet flow domain, extracting the user datBPCF). The sink process also changes the CoS of the service
and forwarding the user data to EAF. [3] provider back to the CoS information of the subscriber. [3]
ETH Flow Conditioning Function (EFCF) (figure 3) is ETH EVC Termination Function (EETF) (figure 3) creates
a processing entity that is used for in general conditionirand terminates EVC trails. To handle EVCs the EETF also
(meaning classification, filtering, metering, marking,@hg, handles the instantiation of EVCs. The source process of
and conditioning) subscriber flows into and out of Ethern&ETF forwards the adapted PDUs towards the Ethernet flow
flow domain. The EFCF processing entity consists of ingredemain of the service provider. The sink process receiveS EV
and egress functions where the former operates on flows fr&BUs from Ethernet flow domain of the service provider and
a MEN and later on flows to a MEN. The egress processifigrwards the frames to EEAF. [3]
entity includes reception of service frames from subsesibe ETH Connection Function (ECF) handles the steering of
Ethernet flow domain, multiplexing of these service framdsVC PDUs inside the MEN. The ECF switches traffic through
into one or more ingress flows, ingress flow conditioningBTH links to create point-to-point and multipoint conneas.
based on metering, marking, and policing, and forwardirgy tfi3]



ETH to TRAN Adaptation Function (TAF) (figure 3) hierarchy level). This means that there is simply not endngh
represents processing entities responsible for adaptatio formation for a switch/bridge/router to make a routing demi
ETH frames to serving TRAN layer PDUs. The TAF isbased on the Ethernet frame content. Additionally, it idhar
technology specific as there can be multitude of server lays@re how globally unique routing tables could be put together
networking technologies used in MENs that can be usedwdth just MAC address information. In the IP architecture,
instantiate ETH links. The source process of TAF handIl¢B address itself holds enough location information to eout
buffering and scheduling of TRAN PDUs, if needed allocatiothe IP packets through series of IP routers. The IP routers
of VLAN ID, payload padding, generation of service framesre connected to each other to form a routing hierarchy that
encapsulation/encoding, multiplexing EVC PDUs to ETH Jinkhas multiple levels of hierarchy. In this sort of a architeet
rate adaptation, and insertion of the EVC PDUs to data streaauters that do not have enough routing information to make
payload as TRAN layer signals. The sink process of the TAd& specific routing decision can always pass the IP packet to
does Ethernet MAC frame FCS verification, Ethernet MAQigher hierarchy level. The top level of the hierarchy hasrbe
frame filtering of subscriber flows not intended to be passédilt up from routers that have huge routing tables basgicall
to the UNI, extraction of EVC PDUs from the TRAN layerspanning the globe in order to find global routes for IP packet
signals, and de-multiplexing of encapsulated EVC PDUs. [8ne way to go with the routed Ethernet is to build some

form of hierarchy into the network to support global routing
I1l. SCALABILITY OF METRO ETHERNETARCHITECTURE Additionally, node location and identity information muse
separated and some form of global location information seed

The Metro Ethernet architecture provides carrier-grade Etg pe put together, for instance, from the node MAC address
ernet service that supports global, reliable, and scaledtte gnd the location of the LAN the node is in.
nectivity for customer LANs. The scalability issues thatda |t Metro Ethernet architecture would be able to globally
been concentrated on when designing this architecture weggite ETH frames between individual nodes another scitiabil
service bandwidth scalability, scalability of geograpthiarea jssue would arise from the fact that in the MEN all the traffic
where the service can be offered, scalability of connecti%nerated by the nodes in a one LAN are in MEN domain seen
big variety of physical infrastructures used by wide ranfie @s one ETH flow. This is why the CE-VLAN ID per EVC
SerVice prOViderS, and Scalab“ity Of amounts Of Subscsibq“apping in the MEN can be seen as quite straight forward
that can be handled in the MENSs. This section tries to analyggk. However, in routed Ethernet destination of all théitra
the scalability issues that arise when Internet like servigows from one node might be going to different LANs and
is to be provided for individual end nodes on top of thigifferent nodes. This means that EVC need to be dynamically
arChiteCtUre. The Scalab”ity analySiS prOVided in th|stm mapped to some IDs and there need to be scalable amount of
|OO|(S intO the diﬁerent aI’ChiteCtural elements descrihfeﬂhe these IDs. As there can in the carrier grade Ethernet be On'y
preceding section (Section Il) to see what kind of scalgbili4zggs mappings between CE-VLAN IDs and EVCs.
constraints these elements issue for routed Ethernetcservi

The Metro Ethernet architecture was designed to connékt Scalability Issues in MEN Reference Points
two or more distant LANs together to form one VLAN. The The most important reference point in the Metro Ether-
connection between the connected LANs is invisible to theet architecture is the UNI. This reference point connects
nodes inside these LANs. This means that based on the Servigg subscriber domain into the service provider domain. In
Layer Agreement (SLA) all the Ethernet frames originatingddition, the Metro Ethernet traffic model is designed for
from a node in one of the LANSs are delivered to all the othefaffic switching in the MENs between two or more UNIs.
LANSs that are included in the same EVC. For example, if @he traffic switching path between two UNIs is meant to be
node A in LAN1 is sending a packet to a node B that is ipredetermined and a Spanning Tree Protocol (STP) is used to
LANZ2, the MEN would deliver this frame to LAN2 and to prepare loop free switching path between the two (or more)
LAN3 that could also be part of the same EVC. connected UNIs. One scalability constraint in UNIs is also

This is why the basic EVC mapping of UNIs in a MENthe amount of CE-VLAN IDs that can be used to differentiate
must be broken down to form routed Ethernet service into tieffic flows originating from one UNI. [4], [5]

MENS. The routed Ethernet service will mean that at someBecause the EVCs that connects the UNIs together are made
point in the traffic path of a ETH frame a routing decision(shanually by the service provider per subscription, the EVC
has to be made in order to deliver the ETH frame only to thaodel does not scale to facilitate routed Ethernet modet as i
destination node or only into the LAN of the destination nodés. In a routed Ethernet the connections between UNIs, iremor
The routing decision should result to a EVC (or similar v@tu detail between two nodes, need to be made when either a new
connection entity) between the UNI of the sending node asdmmunication between two nodes is started or per Ethernet
the UNI of the receiving node. frame sent between these two nodes.

As stated before it is not possible to globally route an In addition, it is not clear whether the STP used in the
Ethernet frame based on the MAC addresses information. TMetro Ethernet today can facilitate Spanning Trees (ST) tha
is because the MAC addresses are not globally unique amhn over any number of MENS. If the ST are only valid in one
because of the fact that the Ethernet architecture is flaglgsi MEN this will result into a traffic model where EVC between



two UNIs will be made from many different STs in differentNNI are designed to multiplex and condition all the traffic
MENSs. These EVCs need to be set up manually by numbsming/going from/to subscribers flow domain into a single
of service providers before any traffic between UNIs can blew that is passed to the flow domain of the service provider.
sent. In a routed Ethernet the traffic flows from/to subscribers

To extend the Metro Ethernet architecture to routed Etherrdomain cannot be multiplexed into a single flow. All the flows
service new UNI type needs to be specified. The new typleat are coming from and going to subscribers domain need to
would specify that this UNI is capable of routing Etherndbe kept separate flows also inside the MENSs. This is because
frames between other routing UNIs. The routing UNI woulthese flows will have separate paths through the MENs also.
not perform the routing service with the use of CE-VLANThis means that most of the functionality in these elements
ID/EVC mapping. This would need a new type of mappingeed to be disabled or totally re-designed to support servic
between subscriber flow and service provider virtual conneihat can be used to perform the needed functions (like traffic
tions. This mapping could be performed for instance with thehaping) for multiple separate traffic flows going througése
source and destination MAC address to a virtual connectioalements.

Similar scalability issues as described above can be seefhe EEAF and EETF that reside in UNI-N and in E-NNI
for also the E-NNI that needs to connect two MENS togetheare responsible for mapping the subscriber flows to EVCs.
If the EVCs spanning over the E-NNI reference point aBecause the EVC is not usable in a routed Ethernet service
manually mapped to E-NNI equipment by the service providétese functional elements need to be re-designed completel
the model does not scale to allow routed Ethernet servids. Thr the routing service need to be added on top of the carrier
means that E-NNI interface needs some form of automatgrhde service. The EEAF needs to be in charge of initiating
participation mechanism in the routing done in MEN domaitihe routing between the UNIs (nodes) that are communicating

Similar mechanism for participation in the routing deaisioThe routing protocol to be used in the routed Ethernet is
need to be also designed for NI-NNI and SI-NNI referenaaut of scope of this document. However, the routing protocol
points. In these reference points, however, the routingadtg used will dictate how this functional element needs to be
ing needs to be tunneled/encapsulated over the networkchsnged/designed. If the routing protocol construct E\Kg i
otherwise this signaling could mix up the internal workingsirtual connections or if the routing is done by next hop

of the service provided by these networks. mechanism where all switches/bridges/routers make th@ir o
N ) ) routing decision, it will effect the functionality of the BE.
B. Scalability Issues in MEN Functional Elements For instance if next hop method is used the EEAF and EETF

The EVC has several scalability issues as it is designed riglan be quite simple as they just pass the ETH frames to the
now in the Metro Ethernet architecture. The EVC is scalablext hop inside the MEN. However, if virtual connections are
for carrier grade Ethernet service but it is not really usablised this node needs to keep state information about flove path
at all for routed Ethernet service. This is because of itdcstaand mapping between subscriber flows and these flow paths.
nature. Service providers setup EVCs per subscriptiontaisd iln addition, these paths might need some lifetimes and other
not needed to be changed until new UNIs are connected to itmanagement and control functionality.
it is removed completely. The EVC points to a specific ST(s) The final functional element considered here is the ECF that
that can be used to switch the ETH frames to their destinatidrandles the switching/bridging/routing inside the MENno

The EAF and the APP layer in the carrier grade EthernetliSEE switching and bridging protocols have been defined from
functioning in the Internet scale, as there is IP layer sewi this functional element for carrier grade service. Howgver
that this layer can use like ARP, DNS, DHCP, Neighbahese protocols will not be enough for routed Ethernet setvi
Discovery (in IPv6). These functions work as in normal LANThis functional element will need extensions and desigrkwor
when MEN just connects two or more LANSs to form a biggeto provide routed service inside the MENSs.

LAN. In addition, for the APP layer the whole Metro Ethernet
architecture is invisible. For instance IP layer can fumttin

a normal fashion by learning the default gateway/router andThis section gives some examples of how the identified
pass all the global IP traffic to this node. constraints can be resolved in the Metro Ethernet architect

In a routed Ethernet however none of these service areorder to provide routed Ethernet service. The view point
needed nor present. This means that even before a nodésishat if IP protocol is not used in the Internet for nodes
able to transmit a frame to a destination it needs some waging routed Ethernet then everything from node attachment
to determine at least the MAC address of the destination. Roraccess networks to frame delivery between nodes need to
this a totally new way of resolving destination addresse$ abe changed.
location information with the identity of the destinatioead ] .
to be designed. In addition, the next functional elemenhin tA- Node Attachment and Registration
chain the EFTF needs to know the results from this resolvingIn a routed Ethernet nodes need some form of default gate-
process to be able to form the ETH frames. way/router for manging global communications that the node

The EFCF that is a functional element in the UNI-C antflas. The UNI-C could perform this function with introdugtio
the ESCF in the UNI-N in addition to the EPCF in E-of new features. To reach the UNI-C the nodes need to know

IV. EXTENDING TO ROUTED ETHERNET



the MAC address of the UNI-C serving LAN the node igiet the MAC and location information of the destination. S hi
connected to. Either the UNI-C could have a specific MA@solution can be done with the rendezvous mechanism defined
address that can be pre-configured to nodes or the UNI-C coidcHIP. The node would send a specific frame once again via
send periodic advertisements to let all the nodes in the LANNI-C that is meant for name/HIT resolution. The UNI-C
know the MAC address of it. would pass this resolution further and in successful regwiu
Because the MAC addresses are not globally routable aase an answer would come via the UNI-C. The answer will
unique the nodes need unique identifier and some form afntain the MAC address of the destination and the location
location information that can pin point their location iroghl information. The location information could be concealexhi
scale. The nodes could use, for instance, Host Identity THge node as only the MAC address is needed by the node.
(HIT) specified in Host Identity Protocol (HIP) [6] as anWhen a answer to a resolution comes to the UNI-C it could
identifier. The use of HIP could be justified further by thetfadmmediately start the Ethernet routing procedure as thevans
that with HIP also mobility of the nodes could be supportecbntains the location information of the destination UNheT
directly. In addition, HIP defines rendezvous mechanism thauting procedure is initiated EEAF to open virtual coniatt
can support also global registration of nodes for addreds awo the destination UNI of the destination node. In addititan,
location resolution based on the HIT. the opening of the virtual connection the UNI-C will map the
The problem of global location is much more bigger. Asource and the learned destination MAC addresses to the new
the MAC addresses are not globally routable these addresgietual connection.
cannot directly be used as Care-of Addresses (CoA). StillWhen the first ETH frame is received by the UNI-N with
the MAC address needs to be presented in the rendezvihes specific MAC addresses stored in the MAC to virtual
mechanism for a node that uses this mechanism to be ablednnection map the frame is passed to the correct switching
format the destination MAC address into the ETH frame. Thjzath by the EETF. If there would be no entry in the map for
would mean that some location specific information needs tlee MAC addresses the EEAF would initiate the routing and
be added to the rendezvous mechanism in addition to the MA@ frame would be buffered.
address. This information could be the identifier of service ]
providers MEN or UNI-N or both. In addition, UNI-C could ©- Ethernet Level Routing
have globally unique identifier as well. How these identifier To enable routing in Ethernet level the routers (switches,
would be constructed is out of scope of this document, bbtidges, routers, etc.) participating in the routing of aHET
some form of authorized body needs to specify these idamtifidrame need some way of learning about addresses and paths of
to service providers and the UNIs inside the service pragideeach other. This will demand some form of routing signaling
domain could be uniquely identified further by the servicto be passed between these routers. In addition, the routers
provider. need to be divided into border routers (UNI, E-NNI, NI-NNI,
When the node is attaching to the LAN it would first eithe51-NNI) and core routers (the switches and bridges) indige t
associate itself with the UNI-C and then send a registratiddENS.
message containing it's identity, MAC address, and the lo- The border routers need to advertise them selves to let every
cation information learned while authenticating with URll- other border router in the MEN to know the presence of other
The registration would be sent via UNI-C. Because the UNborder routers. This signaling could include the type of the
C is the gateway for the node it would be possible that thieuter and some other needed information like UNI or network
first message the node sends would be a registration messaggyregation information that can be reached behind thigrou
to the UNI-C. The UNI-C could validate the node and thetn addition, the border routers that connect different weks
further send the ID and MAC of the node to a registratio(E-NNI, NI-NNI, and SI-NNI) need to have signaling with
server with its own location information. If the registiati their peer routers in the other MEN. Via this signaling spieci
would be acceptable the acknowledgement would be passéual connections could be requested or learned.
back to the node by the UNI-C. After a successful registratio When a UNI-C (EEAF) initiates a construction of virtual
the node would know that it is globally reachable and that fitath it would first check whether it already knows the path to

is able to send and receive frames to other nodes. the destination UNI. If yes it could reuse this informatidi.
] » ] ] not it would first check whether it has learned prior that the
B. Mapping Node Identities to Location Information UNI is in the the same MEN. If the UNI is in the same MEN

When a node has something to send in a routed Etherned iST could be used to reach it. When the UNI is not in the
would first need to resolve the destination MAC address. Trsame MEN the UNI could check if some E-NNI is advertising
resolution is initiated by the EAF function. The destinatioan aggregate route to the UNI if this functionality is sugpdr
MAC address is enough information to format the destinatiar try to request path with a specific signal via differentdsar
field in the ETH frame in the EFTF of the node and pag®uters that connect the MEN to other MENs. While the path
it to the UNI-C. The UNI needs additionally the locatiorrequest message is being forwarded through the borderspute
information of the destination MAC address in order to routihese routers could add state for this virtual connectiched
the ETH frame to the destination. The node sending the EThemory after they see the answer coming back that the UNI
frame needs to use the destination domainname or HIT has been found. After the originating UNI receives the amswe



the virtual connection can be regarded as open and any E@Hproviding global location information to an Ethernet rod

frame that is mapped to it can be sent through it. The virtuabed more work.

connections need some form of lifetime or other control and It is seen that with sufficient Ethernet routing protocol

management mechanism to refresh and remove them so dked in MENs, changes to the functional elements of the

state information doesn’t over flow the memory of the routerMetro Ethernet architecture, and adding global commuiginat
Another way of routing the ETH frames would be theenabling functions in place, the routed Ethernet servicebea

next hop method. In this case the ETH frame would neéghieved with the Metro Ethernet architecture.

an additional field to carry the location information of the

destination. This however, would demand big changes to all

the existing switches and bridges that are designed to W(ﬂ‘l( MEF4: Metro Ethernet Network Architecture Framework Part 1: Gene
Framework Metro Ethernet Forum, May 2004

with a SpeCIfIC format of IEEE 802.1 frames. One OptIOfQ] MEF10.1: Ethernet Service Attributes Phase etro Ethernet Forum,
would be to add this information to the first bytes in the November 2006
payload and routers that need this information could read(3 MEF12: Metro Ethernet Network Architecture l_:ramework Part 2: Ethe

. L . net Services LayeMetro Ethernet Forum, April 2005
from there. This approach would then lead to similar kind cfjf] Chiruvolu, G,Issues and approaches on extending Ethernet beyond,LANs
routing architecture that is used in IP routing today. TheNdE IEEE Communications Magazine Vol. 42, Mar 2004

would need to be constructed in a hierarchical levels and aRy Al M., Traffic engineering in metro EthernelEEE Network volume:
. 19, March 2005

router that cannot route a ETH frame based on the |Ocat'f%']1 P. Jokela ed.Host Identity Protocal Internet-Draft, work in progress,

information would pass the frame to the higher level in the IETF, October 30, 2007

architecture.
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V. CONCLUSION

The scalability issues identified in the carrier grade Ether
service described in this document are seen as constraints
when designing a routed Ethernet service. The biggest-scala
bility issue in Metro Ethernet architecture comes from thet f
that EVCs are meant for mapping distant LAN segments to
each other. This means that the distant LAN segment look like
the same LAN to the nodes connected to one of the LANSs.
This traffic model itself is opposed to the Internet or routed
Ethernet service architecture. Also, the functional egiin
the Metro Ethernet architecture are designed for carriadgr
service meaning that these entities either have funciigynal
not needed for routed Ethernet, or the functionality must be
updated in order for these elements to be usable for routed
Ethernet, or new functionality is needed to provide routed
Ethernet service.

This document also gave some example solutions for the
scalability issues in the carrier grade Ethernet servitese
solutions must be worked upon in the future to be able provide
the routed Ethernet service with Metro Ethernet architectu
The most important issues that must be solved are the Etherne
routing protocol design, how this routing is initiated ineth
UNIs and how it is handled in the other routing entities in
the MENs. This Ethernet routing protocol can be used to
break the traffic model of carrier grade Ethernet to a traffic
model that is concentrating on separate flows between Ethern
nodes. In addition, some form of registry must be defined
for the nodes subscribing to the routed Ethernet service.
This demands node identity and location information to be
registered together with the MAC address of the node. For
node identity this document proposes the HIT of HIP because
on top of providing the identity for Ethernet nodes, HIP also
provides registry service and mobility protocol featurbatt
can be reused. The proposals for location information ia thi
document is seen very preliminary ideas and the schematics



