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Abstract 
Application-layer networks (ALN) are software 

architectures that allow the provisioning of services 
requiring a huge amount of resources by connecting large 
numbers of individual computers, e.g. Grids and P2P-
Networks. Self-organization, like proposed by the 
Autonomic Computing concept, might be the key to 
controlling these systems. The CATNET project evaluates a 
decentralized mechanism for resource allocation in ALN, 
based on the economic paradigm of the Catallaxy. The 
economic model is based on self-interested maximization 
of utility and self-interested cooperation between software 
agents, who buy and sell network services and resources 
to and from each other. 

1. Allocation of Resources in Application 
Layer Networks 

Application-layer networks (ALN) are software 
architectures that coordinate the provisioning of services 
requiring a huge amount of resources by connecting large 
numbers of individual computers. Global Internet-based 
networks, like today’s Grids [1] and Peer-to-Peer-
Computing [14], take advantage of such infrastructures 
with applications like multicast services for global 
audiences, storage repositories of peta-scale data sets, or 
parallel computing applications requiring teraflops of 
processing power. 

Such applications are executed in multiple resource 
locations distributed throughout the Internet, coordinated 
on the application layer using a dedicated network, the 
ALN. An ALN scenario would be the distributed 
provisioning of web services for Adobe’s Acrobat (for 
creating PDF files). Here, word-processor client programs 
would transparently address the nearest/ cheapest Acrobat 
service instance in order to create PDF files. The overall 
objective of the ALN would be (a) to always provide 
access to some Acrobat service instance, such that a 
minimum number of service demands have to be rejected, 
and (b) to optimize network parameters such as 
provisioning and transmission costs. This paper assumes 

that the future development of these applications will lead 
to clients paying for the access to a service and the 
corresponding on- or offline exchange of payment; the 
individual goal of a client would become to access a 
service cheaply, while services may try to maximize 
income. 

These ALN will work best if they include some of the 
properties ascribed to the upcoming Autonomic 
Computing (AC) paradigm. First of all, these systems 
possess a system identity, so that the single service 
provider knows whether it belongs to the system or not, 
and the client addresses its requests “to the system” rather 
than to a bunch of unconnected nodes. As the demand and 
offer situation in the network continuously and 
(assumingly unpredictably) varies, the AC system 
reconfigures these resources such that the objectives of 
availability and resource usage are sufficiently met. On 
the application level, this variation might be caused by 
nodes entering or leaving the network (e.g. in P2P 
networks); on a technical level, network connections 
might disappear or get overly congested. The required 
adaptation and learning mechanisms to cope with these 
kind of situations contribute both to self-healing of the 
system and to continuous optimization of its processes. 

Controlling these systems is principally achieved 
through application of service control and resource 
allocation mechanisms. Their basic purpose is to match 
service supply and demand, in the likely case of multiple, 
redundant service instances, to meet those objectives. The 
simple service discovery mechanisms available today in 
decentralized networks (e.g. Jini [19]) seldom provide 
such functionality, as the case of redundant service 
instances is yet rare. In principle, resource allocation can 
be either achieved explicitly (using a centralized 
optimization or coordination instance) or emergently (by 
coherent action of decentralized system elements). 
However, a centralized realization using a coordinator 
instance (auctioneer, arbitrator, dispatcher, scheduler, 
manager), like e.g. in GLOBUS [7] or CONDOR-G [8], has 
several drawbacks.  

As service demands and nodes connectivity changes 
are frequent, and new different services are created and 
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composed continuously, snapshots taken of the system 
state are soon outdated. Any solution centrally computed 
on the basis of this information tries to optimize a past 
state of the network, which may be inconsistent to the 
current one. Dynamic ALN need a continuous, real-time 
coordination mechanism, which reflects the changes in 
the environment.  

A second related property is that the coordinator needs 
to have global knowledge on the state of the network. 
This is mostly achieved by calculating the time steps such 
that actual status information from all nodes arrives safely 
at the coordination instance. However, if the diameter of 
the network grows, this approach leads to long latency 
times for the nodes.  

Third, a centralized coordinator is part of the problem 
that decentralized ALN are trying to solve: As bids and 
offers have to route through the network to the single 
instance which collects global knowledge and computes 
the resource allocation, the distribution and deployment 
of services throughout the network is counteracted. This 
is currently not a problem as the control information is 
small compared to the allocation data itself, but may 
increase when the principle is applied to more and more 
application areas. 

These drawbacks lead to the search for a truly 
decentralized coordination concept which is able to 
allocate services and resources in real-time without a 
dedicated coordinator instance. This concept should on 
one hand be able to cope with technical shortcomings like 
varying amounts of memory and disk space, internet 
connection speed and sporadic appearance and 
disappearance of the services. On the other hand, it is 
desirable that the network as a whole shows optimized 
behavior with regard to low overhead communication, 
short computation times, and economical resource 
allocation.  

The Autonomic Computing paradigm is based on a 
biological notion of self-organization [11]. However, 
recent research in Grid computing has recognized the 
value of price generation and negotiation, and in general 
investigates economic models for trading resources and 
services and the regulation of supply and demand of 
resources in an increasingly large-scale and complex Grid 
environment [3]. 

In the remainder of this article, we first introduce a 
decentralized economic concept for coordination, the 
Catallaxy, and describe the CATNET project. The 
following section shows experiments conducted in the 
CATNET environment compares money and message 
flows in the application-layer network economic model, 
both with a centralized (baseline) and a decentralized 
implementation. Next we describe how the experiments 
are conducted in both cases. The article closes with some 
preliminary experimental results and an outlook to further 
research. 

2. The Catallaxy Paradigm and the CATNET

Project 

The Catallaxy coordination approach [6] is an 
economic coordination mechanism for information 
systems consisting of autonomous network elements, 
based on constant negotiation and price signaling.  

In Adam Smith’s description of the “invisible hand” 
[16], market participants compete for limited resources 
and coordinate themselves through pursuance of their 
own interest. Hayek’s Catallaxy [9] is a later and 
similarly decentralized concept of the neo-austrian school 
of economics, opposed to the centralized Walrasian 
auctioneer and Keynesian computable general equilibrium 
approaches. The term Catallaxy derives from the Greek 
word katallatein, which means "barter” and at the same 
time "to join a community”. The central characteristics of 
Catallaxy are (1) agents working in their own interest to 
gain income, (2) who subjectively weigh and choose 
preferred alternatives, and (3) who communicate using 
commonly accessible markets. The subjective decision 
making is caused by "constitutional ignorance”, which 
takes into account that it is (inevitably) impossible to 
know each and every environment detail that determines 
the agent's action.  

However, a formal description of this self-organizing 
market mechanism does not so far exist. The research 
field of agent-based computational economics [18] tries 
both to provide formal descriptions and to build computer 
simulations. Starting from these simulations, the 
Catallaxy approach aims to build large multiagent 
information systems. Their software agents are able to 
adapt their heuristic strategies using machine learning 
mechanisms [17], and this constant revision of strategies 
leads to a co-evolution of software agent strategies, a 
stabilization of prices throughout the system and self-
regulating coordination patterns [5]. The resulting 
patterns are comparable to those witnessed in human 
market negotiation experiments [13]. 

Earlier work in the context of computer science has 
used economic principles for resource allocation in 
operating systems, packet routing in computer networks, 
and load balancing in distributed computer systems [4; 
10]. Most of these approaches rely on using a centralized 
auctioneer and the explicit calculation of an equilibrium 
price as a valid implementation of the mechanism. A 
successful implementation of the Catallaxy paradigm for 
a distributed resource allocation mechanism promises the 
advantage of a more flexible structure and inherent 
parallel processing compared to a centralized, auctioneer-
based approach. This comparison can be done using both 
economical and technical criteria.  

For the economic evaluation of the overall success of 
the control mechanism we use the “maximum social 
welfare utility” (SWF) criterion, which is the sum of all 
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individual utility function values of the participating 
nodes [15]. Every Client, Service Copy or Resource gains 
individual utility from buying lower or selling higher than 
the perceived market price. It can be enhanced by doing 
more transactions in the same time, but communication 
costs subtract from it. In total, SWF balances revenues 
and cost throughout the network. Increasing performance 
and decreasing communication in the whole network thus 
directly computes to relatively maximize social welfare 
utility. Other evaluation parameters are communication 
cost, allocation efficiency, network traffic and service 
access latency. 

The goal of the CATNET project is thus to evaluate the 
Catallaxy paradigm for decentralized operation of 
application layer networks in comparison to a baseline 
centralized system. To achieve this, we have developed 
the CATNET ALN simulator, which allows to 
experimentally comparing two main resource allocation 
strategies: A centralized approach in which allocation 
decisions are taken centrally and a decentralized 
approach, where local agents negotiate resources using 
economic models. 

The CATNET ALN simulator is implemented on top of 
the JAVASIM [2; 12] network simulator. It can be 
configured to simulate a specific ALN, such as a content 
distribution network or peer-to-peer network. Different 
agent types can be instantiated, namely clients, resource 
agents, and service agents. Network resources to be 
allocated encompass service access, bandwidth and 
storage. The simulation builds on a TCP/IP network 
model supported by JAVASIM. It describes the generic 
structure of a node (either an end host or a router) and the 
generic network components, which can both be used as 
base classes to implement protocols across various layers.  

 4 Experimental evaluation 

With experiments we wish to measure if an ALN 
coordinated by the Catallaxy paradigm is able to 
successfully provide service to requesting clients. A 
second goal is to compare qualitatively the obtained 
results with the centrally coordinated baseline system. 

4.1 Experimental setup 

In our experiments we explore as design space of the 
system the node density and node dynamics of the 
network (Figure 1). First, we simulate the P2P network 
with different densities of the service and resource 
providing agents in a high dynamics environment (Figure 
1 experiments 1A-C). Then, we simulate the high node 
density network in environments with different values of 
the dynamics (Figure 1 experiments 2A-C).  

node dynamics

node
density

low medium high

medium

high

Catallactic

Baseline

Exp. 1A

Exp. 1B

Exp. 1C

Exp. 2A Exp. 2B Exp. 2C

Figure 1. Design space of the experiments. 

In the simulations the input is a trace of client demands 
with requests for service. The service request specifies the 
amount of service, a price, and its duration. In all 
experiments the same demand trace is used. 

The physical network topology used in the 
experiments is organized in three levels of pentagons with 
leaves on the outer level. Although other specific or 
random topologies of the nodes could be used as well, we 
applied this topology since it facilitates controlled 
experiments.  

 On the top of the physical network an application 
layer network is build. Network nodes are instantiated 
having one of the previously described types of 
personalities, which can be a client, service copy or 
resource agent. Depending on the particular experiment, a 
node may contain several agents or no agent at all. In the 
second case, the node acts as a router.  

The relation of the experimental configuration to real 
world ALN systems can be shown using P2P networks: A 
high value for the dynamics is interpreted to reflect the 
high level of connection and disconnection in P2P 
networks. A high level of node density represents the 
large number of machines with limited capability as 
found in P2P networks. In the simulations with high node 
density, we reduce the capacity of the resource agents, in 
order to represent small machines at the edge of the 
network. In the low node density scenario, on the other 
hand, the capacity of the service copy is increased such 
that the total amount of service available by the network 
is equal over all experiments.  

Table 1 details the configuration of the experiments. 
The main parameters we are interested to measure are the 
number of client requests the network is able to provide a 
service for in the different scenarios. The scenario we are 
particularly interested in is the one with high node 
dynamics and high node density, as this configuration can 
be related to the conditions found in P2P networks. 
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Table 1. Experiment description.
Input trace - 500 service request generated randomly by 75 

clients over a time interval of 100 s. 
- each request is for 2 service units.  
- each service has a duration of 5 s. 

Topology - 106 physical nodes 
Node  
density 

- 75 clients on the leaves of the physical network 
- different density of resource and service copy 
agents. 
 Each Resource has one service copy associated. 
Exp 1A: low node density: 5 resources with 
capacity 60. 
Exp 1B: medium node density: 25 resources with 
capacity 12. 
Exp 1C: high node density: 75 resources with 
capacity 4. 

Node  
dynamics 

Dynamic behavior: On average 70% of the 
service copies are connected. 
Exp 2A: Service copies do not change its state 
(static network) 
Exp 2B: Each 200 ms every service copy can 
change its state (connected/disconnected) with a 
probability of 0.2. 
Exp 2C: Each 200 ms every service copy can 
change its state (connected/disconnected) with a 
probability of 0.4. 
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Figure 2. Service provision in % in a highly 
dynamic network environment with different 
node density. 

4.2 Experimental results  

In Figure 2 the service provision rate of a network with 
different node density in a highly dynamic environment is 
shown (experiments 1A – C). It can be observed that the 
network using catallactic coordination achieves a higher 

service provision rates than the baseline system with a 
smooth decrease for increasing node density. In Figure 3 
the service provision rate of a network with high node 
density in different dynamic environment is shown 
(experiments 2A – C). It can be observed that the service 
provision rate of the catallactic system is rather 
independent to the dynamics. The baseline system, on the 
other hand, decreases with increasing dynamics.  

Considering the achieved service provision rate, our 
experimental results indicate that service provision in 
networks with many small nodes in a highly dynamics 
environment could be coordinated successfully by the 
catallaxy paradigm. 

Exploring additional parameters of the system has the 
potential to provide more insight in the behavior of such a 
complex system. Currently, we examine the influence of 
other parameters on the performance tendencies 
discovered so far. One of the drawbacks we found of the 
catallactic approach is the time needed to establish a 
service provision, which is high due to the negotiation 
protocol carried out by agents. Other parameters we study 
are e.g. how scale affects the performance of the system. 
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Figure 3. Service provision in % in a high node 
density environment with different dynamics. 

5. Conclusion and Outlook 

CATNET is a network simulator for ALN which can 
evaluate different resource allocation models. With regard 
to the Autonomic Computing concept, the evaluation of a 
self-organizing model against a centralized model is of 
particular interest. We have proposed the Catallactic 
coordination as a decentralized economic approach for 
resource allocation in AL networks. In this approach, the 
decisions of the agents are based on economic principles, 
being aware that resources like bandwidth, processing 
power and storage are limited.  

Our simulations show that the service provision in the 
catallactic coordination is rather independent of the 
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dynamics of the network. The service provision capability 
of the baseline approach appears to be sensitive to the 
dynamics, reducing its performance in highly dynamic 
environments. These results not only show that self-
organization might be beneficial for highly-dynamic 
systems. Because the Catallactic coordination approach is 
based on an economic paradigm, in contrast to the 
biological foundation commonly used for Autonomic 
Computing, it allows cost-consciously deciding from 
where a particular service should be retrieved and on 
which path it should travel. As an implicit benefit, this 
mechanism reduces the overall cost to provide the 
functionality that the AC paradigm proposes. 
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