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Abstract-This paper reflects different understandings and
positions on IPIMPLS OAM functions and management
applications, as perceived by representatives from industry and
academia. There is a clear effort to improve the state-of-the-art
and to apply lessons learnt from the EthernetlATM approaches.
A series of questions on the short-term, mid-term and long-term
directions definitively arises, especially with regard to the
separation of control and management functions. The questions
mentioned below do not exhaustively cover the topic. Instead, the
questions serve as a starting point for a discussion on
methodologies to apply, on engineering requirements to consider,
and on the technical challenges to resolve harnessing this next
stage of evolution of heterogeneous networking. The panel guests'
present their perception on these issues. What are the lessons
learnt from ATM and Ethernet OAM techniques that are
oriented to a single network technology? What is equivalent of
OAM appropriate for IP/[GJMPLS (it has to be more at link level
rather than connection level)? What MPLS MIB information is
intended to support OAM functions? What are the challenges on
OAM in hybrid and multi-layer networks? How will
management systems of next generation networks (NGN) and
GRID networks make use of the OAM functions and what else is
needed to smoothen the control-management interactions? What
is the impact of convergent IP networking and autonomic
networking on OAM functions and their distribution? How much
proactiveness can management applications achieve with and
without OAM functionalities?

Keywords-OAM; IP/MPLS; proactve management; data
mining; heterogeneous networks; [GIMPLS; autonomic systems

I. INTRODUCTION
The basic concepts of OAM and the functional roles in

monitoring and diagnosing the behavior of telecommunications
networks have been long term studied (and well fixed) at the
Layer 2 & Layer 3 levels. Certain OAM functions are used in
many management applications for (i) defect and failure
detection, (ii) reporting the defect/failure information, (iii)
defect/failure localization, (iv) performance monitoring, and (v)
service recovery.

It is worth to mention that each network layer has its own
OAM functions. Several technology areas are covered, such as
ATM OAM, SONET OAM, Ethernet OAM, VLANs, L2VPN
(Transparent LAN Services), etc.

The ITU (SG13/Q3.13) recommendations and different
IETF RFCs are referring to OAM functions for optical Ethernet,
OAM and network management in IP-based and other
networks, OAM mechanisms for MPLS networks, and
protection switching for MPLS networks. However, since
every exiting OAM solution is targeting one unique networking
technology, there is a need for additional effort to cover
heterogeneous networking technologies (NGN, GRID, Ad hoc,
Sensors) and new diagnosis and management paradigms such
as proactive, autonomic, partial and sporadic resources, etc.

OAM information may be used in re-active and proactive
manner to monitor and diagnose heterogeneous networks. Use
cases will illustrate practical use of the concepts covered by the
panel discussion. A few examples summarized below indicate a
concrete use ofOAM functions. They clarify the nature of the
problems and expose the solution adopted in a particular
context.

A. ATMOAM-basic concepts
The operation and maintenance of the physical layer

and the ATM layer for supervision at the bit and cell levels are
described in ITU-T Recommendation 1.610 with the objective
of guaranteeing effective supervision of the UNI. In the case of
the ATM layer, the portion which passes through a particular
operator's network (ATM connection, VPC or VCC) can be
supervised [16].

In the ATM technology, there are five independent
information flows referred to as fl, f2, f3, f4, and f5. In the
ATM layer, f5 cells are used for Virtual Channel
Link/Connection, and f4 cells are used for Virtual Path
Link/Connection. At the physical layer and transmission
system, f3 cells cover transmission path, f2 cells covers digital
section, and fl cells refer to regenerator section.

The ATM layer is constantly supervised using OAM cells.
The operation and maintenance of the layers above ATM (the
AAL and above) have not been addressed in the ITU-T
recommendations published so far.

The following OAM functions of the ATM layer apply to
both the f4 and the f5 flows being performed for both VC and
VP connections.
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* Fault management: The AIS and RDI messages of
the f4 and fS flows are sent to the other network
nodes via the VPC or the VCC to which the
message refers (AIS and RDI have the same
meaning as for the physical layer). The OAM cells
indicate the type of error and error location. The
fault management function performs
continuity checking, verifying whether a VCC that
has been idle for a period of time is still
functioning. This is possible as long as the
network elements send continuity-check cells
along that VCC.

* Performance management: The OAM cells can be
transmitted in either f4 or fS flows, at fixed
intervals; they are transmitted in both directions
for notifying other network elements on detected
errors.

* Activation/deactivation: Activation/deactivation of
monitoring can be initiated by the operation and
maintenance center (via the TMN), or by the user.

B. Examples
To identify new OAM requirements on IP/MPLS and drive

the development of IP/MPLS OAM solutions for the
heterogeneous networks under new networking technologies, a
few examples from the ATM solutions are presented below.

Example #1: Proactively, performance-monitoring (pm) cells
are OAM cells that are periodically sent and do not mean that
there is a problem with a VCC/VPC. The contents of the pm
cell could indicate a problem upon further analysis (e.g.,
excessive number of lost cells). Continuity cells can also be
sent periodically to verify the integrity of an ATM connection
at the virtual path or virtual circuit level. Cells used for these
purposes are referred to as f4 and f5 OAM flows, respectively
(as opposed to physical layer information contained in the
SONET/PDH header, where cells are referred to as fl, f2, and
f3 flows - although PDH has no f2 flow). Failure to receive a
continuity cell after a set interval of time can be used to flag a
problem.
Example #2: Alarm indication signal (AIS) and remote defect
indication (RDI) OAM cells do indicate a problem with an
ATM connection. Loopback OAM cells are often used as a
diagnostic tool for trouble location in troubleshooting.
Example #3: In fiber management, OAM information is
provided to several sub-functions such as (i) channel
management, (ii) failure indication/isolation, (iii) performance
monitoring, and (iv) protection switch/fail over.

There is a trade-off between cost and complexity for
implementing OAM functions, and several security aspects as
well.

C. Extending OAM-basic concepts with new technologies
Some OAM mechanisms are embedded into the protocols

and assume there are appropriate sensors to capture state
changes into the devices and networks. Device instrumentation
is a keyword when considering IP/MPLS from the OAM

perspective. Monitoring, diagnosis, and management functions
no longer rely only on the classical FCAPS family; they are
now interacting with the OAM protocol-embedded functions
that must complement the former.

The paper will introduce first the MPLS OAM features (as
a focused technology) and expand on heterogeneous networks.
The discussion will be continued on proactive management as a
complementary view on OAM control mechanisms, where
different challenges will be highlighted. The positioning on
emergent networks (NGN, GRID, etc.) will identify
requirements for directions in supporting multi-service IP
networks and autonomic networks. Conclusion will illustrate
the most feasible requirements and identify the complexity of
the further work.

II. MPLS OAM
There is a paradigm shift from ATM OAM to MPLS OAM,

due to technology changes. The following table is capturing the
essential difference when positioning ATM and MPLS
technologies, as an example.

TABLE I. ATM OAM vs. MPLS OAM

ATM OAM MPLS OAM

Paradigm: virtual circuits Paradigm: Label Switched
Paths

Bi-directional Usually uni-directional

Established via ATM Established closely tied to
signaling and management control planes

Fixed hierarchy VP/VC Variable label stack

Connection-oriented Can be "connectionless"
Single route May use ECMP

No penultimate popping Penultimate hop popping

A. MPLS OAM Challanges
The existing OAM solutions focus on a particular

technology. Moreover, most of the current proposals focus on
single provider solutions or focus on a single aspect of the
MPLS architecture or application of MPLS [15]. It is the case
of using RSVP or LDP signaling where defects may be covered
in some deployments, while a corresponding SNMP MIB
module exists to manage this application; however, other
applications (L3VPN) may handle differently (uncontrolled)
these defects. To avoid inconsistencies, consistent OAM
functionality must be deployed in MPLS networks. Since many
MPLS applications may be concomitantly implemented,
general and uniform solutions are preferred to the ad hoc point
ones.

OAM functionality becomes crucial in multi-service
MPLS-based internetworking for providing service level
agreement (SLA/QoS) and service control/management. MPLS
Layer 2 Virtual Private LAN Services (VPLS) and Layer 3
Virtual Private Networks (L3VPNs) require generic OAM
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functions to be homogeneously deployed. Standards
organizations, such as the IETF and the ITU, have in the recent
past done significant work in this area, and this subject is also
being investigated by the IEEE and the Metro Ethernet Forum.
New mechanisms for OAM are now in development (e.g.,
IETF LSP ping, ITU-T Y.171 1, virtual circuit connection
verification (VCCV)) focusing on the OAM impact on edge
services (such as metro Ethernet) using MPLS transport or
interoperability aspects with other technologies, e.g., ATM.

When implemented, the OAM MPLS functionalities
require the 'Operation and Maintenance (OAM) Alert Label' to
be used by the user-plane MPLS OAM functions for
identification ofMPLS OAM packets (similar to ATM cells).

We summarize the main OAM MPLS functionalities as
proposed and experimented by many service providers.

B. Salient MPLS OAMfunctions
The following MPLS OAM functions are under scrutiny to

get generalized; these functions are directly targeting MPLS
technology:

a) Detection of broken label switch path: This function
is used to avoid hop-by-hop troubleshooting and
synchronization of detection time bounds by the tools
implementing it. This function is very relevant since the
ICMP-based ping may return erroneous results due to
inconsistencies between IP and MPLS forwarding tables or
between MPLS control and data planes, as the reply path
doesn't exist.

b) Diagnosis of a broken label switch path: This
function allows the ability to detect, diagnose, and isolate a
failed component (link or node); it is implemented through a
path trace function. This function can be executed from both
head-end LSRs and any mid-point LSR.

c) Path characterization: This function reveals details
on LSR forwarding operations, such as ECMP, algorithms used,
data/control plane OAM capabilities of the LSR, stack
operations performed by an LSR, and time to live (TTL)
propagation at penultimate hop LRSs.

d) Service level agreement measurement: This function
provides ability to measure service level agreement parameters,
such as availability, performance, latency, packet loss, jitter,
etc.

e) Frequency of OAM execution: To configure how
frequently the OAM functions must be executed for to
guarantee consistency with the SLA related function, a special
function with minimum impact on the network resources is
needed. The frequency must be tuned in harmony with other
technologies (ATM, SONET/SDH, etc.) and the size of the
networks.

J) Alarm supression, aggregation and layer
coordination: This function allows discarding superfluous
traffic by correlating and aggregating the notifications. This
requires fault notification to the LSP egress (with potential time
constraints). The function may also select those LSPs that are
monitored.

g) Support for OAM interworking for fault notification:
Using multiple technologies over MPLS requires the ability to
translate an MPLS defect/error into native technology's error
condition (e.g., alarm suppression by the upper layer using the
LSP). This requires MPLS to detect the anomaly in a bound
time interval.

h) Error detection and recovery: This function
guarantees that some well-identified mechanisms to
automatically fix and recover an error, prior to customers
detecting it are used. This means that the function must accept
various types of automation procedures.

i) Standard management interfaces: Operators must
have a common programmatic interface to access operations
and managemnt functions and their status. This requires
common information modellling of management and control
ofMPLS OAM functionality.

j) Detection of denial of service attacks: Security
management MPLS OAM tools and mechanism must detect
denial of service attacks against the data and control lanes.
This function is related to the function presented at item (1).

k) Per-LSP accounting and scalbility metrics: This
function must support different types of traffic accounting in
order to ensure that service providers can measure traffic from
an LSP to the egress of the network (some MPLS MIBs will
also be required). The information can be used to design a
network, to check the SLA violations, or to measure per
operator partial services in a multi-provider service network.

1) Security (LSP mis-merging security implicationls):
This function will most probably be provided by a series of
tools that must be self-protected (aka, preventinp-their
unauthorized use).

Review of current research in this area, e.g., settmg
parameters for connectivity verification and their impact on
LSP recovery, trade-offs between bandwidth usage by OAM
traffic and efficiency of failure/anomaly detection, and results
from testbed deployments or simulations will be an indicator of
how useful these OAM functions are and at what cost they will
get implemented. Moreover, other aspects will be driven by the
hybrid networks, where multiple technologies are used.

III. OAM IN HYBRID, MULTI-LAYERED NETWORKS
OAM features are traditionally designed wvith respect to a

single networking technology. Examples in case are ATM,
SONET, and MPLS. Current networks are hybrid and multi-
layered. A hybrid network is a network of multiple regions or
layers, where each region or layer is based on different
networking technology. For example, one region or layer can
be TDM, another DWDM, another [G]MPLS, yet another
ATM. In such a hybrid and multi-layer network end-to-end (or
edge-to-edge) OAM becomes a challenge. Let us consider the
network in Figure 1. The lower portion shows a hybrid Optical
Transport Network (OTN) with multiple regions. Each of the
regions consists of a network with a particular technology,
control and signaling plane. For end-to-end circuit provisioning
this network supports an end-to-end (this is in contrast with
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individual control and signaling plane in each region) control
plane and signaling plane on top of the OTN (data plane), as
shown in the upper portion of the figure. The upper control
plane can be [G]MPLS supporting MPLS OAM. It is obvious
from the figure that the upper portion does not have the full
visibility into the whole network. Hence end-to-end MPLS
OAM probes sent at the upper layer may not be able to isolate
problem areas. What is needed is a layered hybrid OAM for
full end-to-end performance and fault management.

The network in Figure 1 also has a number of reference points,
such as UNI, ENNI, and INNI. These reference points define
boundaries, which are defined based on various criteria, such
as:
* UNI between different autonomous systems (AS);
* ENNI between different ASs, regions within the same AS,

and
* INNI within a region.

For end-to-end performance and fault management OAM
has to pass through all these reference points.

._1 , . -, :

u= *

Figure 1. Heterogeneous networks

There are also challenges in managing OAM probes. Given a
network one can have O(N**2) OAM probes sent from one
node to another. But this may not scale well in a large network.
Hence future OAM should have a way of interfacing with
configuration and SLA information, so that probes can be
launched automatically and in a scalable way.

IV. PROACTIVE NETWORK MANAGEMENT

Present network management approaches are reactive (cure
as opposed to prevention). Due to increasing complexity of
communication networks, it is highly desirable that they should
have the ability to detect symptoms of oncoming exception
conditions and take measures to prevent them. This enables a
degree of proactive network management that underpins
acceptable QoS. To take advantage of OAM functions, a
framework for achieving proactive network management in
MPLS networks by deploying MIB data mining techniques is
suggested. MPLS M1B attributes that have a bearing on the
network management task at hand are short listed using a
process called feature extraction and selection. Trends are then
identified in these attributes which point to oncoming exception

condition(s) followed by which control measures are taken to
avoid their occurrence in the first place.

A. Predicting exceptions
Increasing reliance on MPLS networks has resulted in an

unprecedented growth in their size and complexity. Managing
these networks is a big challenge. The problem is further
compounded by the need to operate in real time. Legacy
network management is reactive (if-problem-then-recovery
action). Disruption in service due to network problems is
undesirable as it results in overheads in terms of down time,
lost QoS and potential financial penalty. Thus, it is highly
desirable that networks should be able to predict exceptions
and take proactive measures to reduce their probability of
negative impact on performance. Several key challenges need
to be overcome before this can be achieved. First, networks
should have the 'intelligence' to predict problems and second,
they need be empowered to cope with voluminous data. Third,
the networks need to have the ability to alter the behavior of
key network elements through their dynamic MIB attributes.
Our approach attempts to address these challenges. The first
objective can be achieved by identifying some means through
which an early warning can be provided. An example would be,
monitoring system variables and identifying trends in these
variables that point to an oncoming exception condition. The
second objective can be achieved through Data Mining.
Traditional techniques of analytical modeling are not ideally
suited to the problem under consideration since the volume of
data is huge and also it changes quickly. Data mining
approaches could provide viable alternatives as they improve
their performance with time and also overcome the
conservative approach (worst case analysis) adopted by
analytical modeling. The third aspect can be addressed by
using the standard MPLS MIB Community and features of
SNMP v3. Several approaches have been proposed on MPLS
Management including [1][2][3][4]. None of these approaches
advocate proactive behavior. On the other hand, our framework
employs adaptive learning techniques to support Proactive
network management. Moreover, our approach involves taking
local autonomous decisions and hence supports scalability.

B. Proactive management: A conceptual Architecture
There is a Management Information Base (MIB) located on

each LSR where statistics pertaining to the various operational
aspects of that LSR are collected. Typically, MPLS MIBs
consist of hundreds of variables the details of which can be
found in [5][6][10][11][12][13][14]. Moreover, not all of the
variables in these MIBs may be relevant to the management
task at hand. Our approach entails identifying the MPLS MIB
variables which have a direct bearing on the specific
management task at hand (e.g. reducing end-to-end delay,
maximnizing buffer occupancy, providing for sustained and
consistent levels of throughput per label) through a process
called 'Feature Extraction and Selection'. We then advocate
designing an intelligent data mining algorithm (training and
validation of a suitable model) and incorporating the rules
generated by the model in the production system to support
loop-back. These rules will provide the network node with
early warnings (symptoms of oncoming exception condition).
Once these warnings are captured, pre-emptive action will be
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taken to avoid the exception condition. Feature selection is a
process in which 'm' out of 'n' independent variables are
chosen such that each of these strongly correlates to the
dependant variable (target attribute of prediction), where 'm'
may be less than equal to 'n'. There are several techniques that
can be used for feature selection - Principal Component
Analysis, Statistical t-tests, Bayesian Belief Networks, etc.
Which technique to use is a matter of personal choice. The
choice of a data mining technique depends on whether the
learning is carried out in an offline or an online manner. In case
of an offline approach the choice is governed by the accuracy
and generality ofthe model produced by the technique whereas
for an online approach, the convergence time (measured in
secs/msecs) of the technique would be a dominant criterion.
Note that the Simple Network Management Protocol (SNMP)
standard [7] will be employed to capture the MPLS MIB data.
Figure 2 embodies the conceptual architecture, Figure 3 shows
our simulation framework and Figure 4 shows an example
scenario where congestion avoidance is achieved through
proactive management.

Figure 2. Conceptual Architecture

Figure 3. Simulation Framework

Figure 4. Example scenario - Congestion Avoidance

C. Proactiveness, data mining andOAMMPLS
We proposed a mechanism to attack the problem of

information overload (i.e. processing of MPLS MIB data in

real time) and building intelligence into the network
management system through the use of data mining. Our initial
experiments in [8][9] have produced encouraging results and
demonstrated that data mining is a viable approach to
proactively detect network exception conditions. However, an
offline approach was employed. We plan to investigate several
data mining and statistical techniques and assess their
suitability. We also intend to explore issues involved in the
deployment of online learning to underpin)real-time feature
extraction-data mining and loop-back. To our knowledge, no
standard approach exists to date that employs real-time online
learning to achieve proactive network management. This is
going to be a big challenge. Successful experimentation with
these techniques could lead to a new breed of MPLS Network
Management methods capable of proactive behavior without
imposing any major requirements and overhead on existing and
evolving systems. Obviously, combining the mechanism
exposed above with MPLS OAM functions

V. TOWARDS AUTONOMIC NETWORKING

In the 80's, the operators dreamed and worked hard to
achieve a unique Integrated Service Data Network (ISDN)
capable to serve all service needs. Currently, IP is performing
this goal event if not born in operators' research projects. IP
networks are becoming the communications support of all
traditional telecommunications services, such as voice
including mobile telephony and data including web and mail.
Additionally, new ones such as triple play (video, internet and
voice), P2P, Grid are hot spots now. Each of these services has
specific requirements concerning bandwidth, quality of service,
security, safety, flexibility, and so forth. Also, managing an
internet network is a more challenging task than the
management of the past dedicated networks (POT, X25, or
Frame Relay...). Therefore, combining protocol functions and
management functions appears as a reasonable solution. OAM
functions may not only be useful in proactive management, but
also capturing some behavioural aspects that are the hot target
of the classical management systems.

A. Towards multi-service convergent IP networks
The main advantage of a single ISDN network is in terms

of operational cost reduction. This objective may be (most
probably) defeated by the emergence of many different new
complex technologies, user profiles, and services. The
management of quality of service (QoS) over this unique
network appears to be complex and difficult, as legacy classical
architectures and requirements associated with them are still
present:

* IP hides physical media diversity to users.
However, the network infrastructure has to cope
with this diversity. Radio segment have low
bandwidth and a high error rate, optical network
have a limited ability to change dynamically the
route path...

* The network QoS is not explicitly given by an IP
packet; this must be derived from flow
information included in packets. However, flow

5



analysis is pretty complex in real time on the
network, as networks use flow aggregation
mechanisms.

* Traffic engineering (TE) usually serves only one
aspect of service integration. TE mechanisms must
be applied at different timescales. As TE
mechanisms interact, this raises stability issues.

* Billing is a significant issue; yet billing on a per
packet basis is not an easy task. This is fairly more
complex that the traditional circuit based rating
and billing current implementations.

There exist now many other aspects to be considered when
innovating additional control and management functions:

* Security is becoming more and more critical, as
the number and frequency of intrusions in the
services (spam, denial of service, virus
propagation, etc.) put on operators new and not
anticipated operational costs.

* Plug and play is a mandatory requirement for
those users that willing to be always connected
anywhere. Additionally, user identification and
context provisioning are now standard services.

* Mobility of the terminals is an issue to serve on IP
networks.

B. Towards automatic IP network configuration and
management
Operators need methods and policies to allow for an

automatic network configuration for both network and
application layers.

* Flexibility: Management policies must evolve
according to operational and commercial strategies,
customers QoS requirement, fast resources
allocation, efficient resource retrieval; this implies
some inter-action with routing protocols.

* Reliabilty: Any interruption of service or any
network failure have an impact on the end-user
access and lead to direct loss of money. There is a
need for swiftness in the infrastructure reaction
(detection, repairing, etc.)

* Self-management: Evolution of autonomous
systems is based on policies that correlate the next
functionalities, addressing schemes, dynamic
routing information, and QoS related information.

* Security: All proposals answering the above
problems must be secure for ensuring the safety of
autonomous networks.

On a complementary but mandatory view, monitoring
networks efficiency by incorporating intelligent feedback (and
here OAM functions) is expected to play a major role for:

. Intelligent
parameterizatio:

measure activation and
n.

* Advanced interpretation ofthe observed measures.

* Discover Ad hoc networks or overlay networks
* Self-repairing, self-diagnosis and self-protection

(autonomy).
The management systems must be able to identify the right
information in order to perform automatic decision
functions, in cooperation with OAM functions. Such
architecture is presented in Figure 5.

Figure 5. Contml/management architectue

Decisions can be made through available "out of the box"
information (MIB, etc.) and the appropriate mechanisms to
be configured on the network devices;

* Listing all available mechanisms on the "off the
shelf' network devices;

* Defining new features and functionalities that need
to be supported by network devices.

* Defining new parameters to observe (including by
the OAM functions).

The management systems need to define how and when
measurements are to be performed (e.g., dynamic configuration
policies). The management personnel must be available to
provide stability studies (timescales and scopes), studies about
the interaction among services (consistency checks).

One needs to define generic device independent models for:

* Intelligent scheduling (how often?, when?, scope?)
that is needed to observe the appropriate level of
detail according to the situation;

* Intelligent filters (which metrics), and

* Suitable protocols and mechanisms to retrieve and
report the information. The OAM functions are
part of this requirement.

In conclusion, management is now facing new challenges in
term of automation required to cope with new needs and to
maintain reasonable operational cost. France Telecom (and
other operators) has developed projects to experiment some of
the above autonomic networking concepts. It is expected that

6



new IP/MPLS OAM functionalifies will contribute to enforce
the management autonomy ofnetworks and network devices.

[15] T. Nadeau, M. Morrow, G. Swallow, D. Allan, S. Matsushim, OAM
Requirements for WLS Networks, draft-ietf-mpls-oam-requirements-
04.txt, expires April 2005

VI. CONCLUSION
As the panel discussions will be after this paper is

published, we expect that some of the directions set by the
authors will be endorsed and/or challenged by the audience. It
is our perception that the IP/MPLS OAM is a very challenging
domain, as multi-technologies and network types are
interacting with each other. The success of deploying new
IP/MPLS OAM functionality is driven by the nature of the
legacy networks and technologies, the network size, and the
costs service providers plan to allot to the effort. We expect
that most of the topics presented in the panel paper will get
implemented in the next generation networks.
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