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Abstract

IPv6 has been described as the next generation network layer protocol for Internet for the past decade. Despite its readiness for live action, only a small amount of IPv6 hosts, sites and networks have been deployed so far. 
Most of the development and discussion of IPv6 has revolved around technical issues. There are only a few studies that try to estimate the economical implications of IPv6 deployments.  This paper corrects the situation by going through different network types and the cost of converging to IPv6 on those.

The paper shows that deploying IPv6 is not as expensive as it is assumed. But it is also not without an additional cost.
1 Introduction

In the beginning of 90’s Internet community started to realize that the network is going to be quite massive. The invention of World Wide Web was one of the main drivers behind the fast adoption of the net by new users. Along with the increasing usage came the worries of the scalability of the current network protocol – IPv4. 
IPv4 had been developed in early 70’s. The features designed into the protocol seemed overwhelming considering the possible usages. But when rapid adoption of IP-based services begun considerations arose about whether IPv4 was good enough to be used as the network protocol of the future Internet. The Internet community was especially concerned about the amount of usable IPv4 addresses. 

At the time IP next generation project was initiated, common view was that the Internet community will run out of IPv4 addresses within a couple of years. Thus, there was an urgent need for a new protocol. Along with addressing requirements, a new protocol was needed to enhance other network layer properties such as security, mobility, host configuration and packet forwarding. The new protocol needed to respond to all these needs. 

There were multiple submissions to the request of the Internet community for the new network layer protocol. These were modified so that 1995 Internet Protocol, Version 6 Specification [1] was released. At those times other mechanisms were also created. The implementation and adoption of IPv6 was affected mostly by CIDR (Classless Inter-Domain Routing) [2] and NAT (Network Address Translator) [3]. When private IPv4 addresses were added to these mechanisms with RFC 1918 [4], it seemed that IPv4 would last at least a little bit longer. 
Since the immediate need to change to more scalable protocol was gone and also since it was realized that there is a lot of work to do with the new protocol (and it’s side mechanisms), the Internet community decided to go with IPv4 at least for a while.
During the late half of 90’s, IPv6 was slowly developed forward. Different protocols were created and tested. Its operations in real environments were tested with 6bone that was created by IETF. It almost seemed that most of the Internet community among with the main OS and network equipment vendors had lost interest in the next generation network protocol and the development was mainly done by some enthusiastic people, who believed in it. 

The whole picture for IPv6 changed with the new millennium. Two separate events led IPv6 back to stage. These were; 

· Internet usage grew rapidly in Asia but the number of IP(v4) addresses that could be used there was low. Thus, IPv6 seemed to be a way to overcome this problem. 

· 3GPP (and 3GPP2) selected IPv6 to be the exclusive protocol that can be used with IMS (IP Multimedia Subsystem).

The beginning of 21st century has seen tremendous rise in the interest for IPv6. New development has been done especially in operations, mobility and general levels. IPv6 has also been deployed in live networks, especially in Asia, and new test networks have been installed to study IPv6 further.

In technical terms, IPv6 is getting there. Core specifications have been stable for a while and also most of the additional mechanisms are ready. There is strong support from OS, network equipment and application vendors for IPv6. 

However, commercial issues of IPv6 have been studied only a little. There are only a few papers detailing what are the costs and benefits of IPv6. Therefore, this paper tries to shed some light to this issue. 

The rest of this paper is organized as follows: Chapter 2 describes the problem and methodology used in this paper, chapter 3 takes a look at the cost/benefit issues in operator networks, chapter 4 details issues in enterprise networks and chapter 5 considers application issues. Finally, chapter 6 is a summary and conclusions.

2 The problem

Although there is a lot written about IPv6, most of the articles and specifications are of technical nature. This is understandable, since most of the people related to IETF work are technical. 
Since IPv6 will cause some economical questions as well, it would be good to at least take a look at the implications that IPv6 has from the economical point of view. IETF’s v6ops working group has been doing some analysis of different situations and these will be used as the base for the work in this paper. 
The main reason, why economical implications of IPv6 are interesting is the fact that most of the current networks, both enterprise and service provider, are designed and run with an Excel sheet in one and network tools in the other hand. Even though it is only wise to do the math to figure out, whether an investment is justifiable, sometimes it seems that the expectations from investments are too high and therefore technology progress is halted. 
One of the intentions of this paper is to give guidance to network operators and designers so that they have also economical arguments, when IPv6 networks are planned and built.

This paper divests the problem into three sections; enterprise networks, operator networks, application development. Each of these is then further divided into subcategories and benefits and downsides are detailed for each of these. 
To help to understand the problems that IPv6 sets up, real-life examples are used in each category. These are presented in the beginning of each chapter.

3 IPv6 in operator networks
So far the deployment of IPv6 in operator networks has been rather slow. There is an obvious chicken-and-egg problem. If the operators do not provide IPv6 support, then also the users are not keen on using IPv6. And – if the users are not using IPv6, why should the operators have such a support?
This problem is not an easy one to overcome. Basically, we can say that from an innovation perspective, there are five factors that influence the adoption of innovations [5]. These include:
1. Relative advantage of the new technology with respect to existing technology. 

2. Compatibility with existing technology.

3. The complexity of understanding the technology.

4. The ease of trial ability of the new technology. 

5. The ability of observe of the benefits of the new technology.

To enhance IPv6 deployment, all the previous points should be fulfilled at least to a certain extend. 

On the other hand, factors that influence the adoption of innovations can be look at from the economical perspective.  These factors include [6]:
1. Positive network externalities.

2. Learning by using among adopters.

3. Economies of scale.

4. General industry knowledge.

5. Rapid development of related technology infrastructure.

Of these, some interesting notes can be made in the case of IPv6. For example, point five is being covered by the rapid adoption of 3G mobile networks and their future development – IMS (IP Multimedia Subsystem), where IPv6 is mandatory. Through this, IPv6 will be deployed in future mobile networks by default. 
3.1 Example set-up

As an illustration of the problems facing an operator considering IPv6 adoption, I will use the following kind of an operator:

· Size modest, about 500 employees

· Sales, 150

· Admin, 80

· Technical 150

· Other 120

· Revenue; 75 m€

· Operating profit; 7,1 m€

· Annual investments; 15 m€

Data network consists of the following parts:

· 12 access networks. Together these have 24 routers, 89 switches and 94 DSLAMs (DSL Access Multiplexer).
· 1 core network that has six core routers.

· 1 NOC network that has two routers and eight servers.

· 1 support network that has two routers and nine servers.

3.2 Drivers for IPv6 in operator networks
Despite its ubiquitous future in mobile networks, IPv6 does not have similar drivers in traditional, fixed data networks. Companies that do operate such networks need to find a way to earn some money from IPv6 deployments. 

It is quite difficult to imagine, what would drive IPv6 forward in operator networks, other than the obvious thing money. Since that seems to be the only way around, we need to concentrate on it.

It is easy to see that an operator is willing do offer many kinds of new services, if somebody is willing to pay for them. IPv6 does not make any difference on this. But the question is; Who would be willing to pay for an operator to offer IPv6-based connectivity and services? 
Usually an operator has two separate customer categories; private consumers and companies. Both of these segments should be willing to pay for IPv6. For consumers, the issue is to have connectivity services for e.g. home appliances that are IPv6-enabled (due to in the near future). For example, a refrigerator could have an IPv6 address that it uses to connect to the local store to give an order. 
It is much harder to imagine, why companies would be willing to adopt IPv6. They do not have such new equipment that would mandate the usage of IPv6 in their networks. Also, IPv6 does not seem to offer any significant advantages over IPv4 in terms of software, functionality, performance and reliability. I will discuss this issue in greater detail in chapter four. 
The conclusion of the drivers section is that there is possibly some money to be taken from the consumers and almost no money from the enterprise segment. Therefore, the cost of IPv6 deployment into the operator network must not cost too much. Otherwise it will never be implemented. 
3.3 Cost of IPv6 deployment in the operator network
The deployment of IPv6 in an operator network can be done in multiple ways. An Internet-draft [7] illustrates the different scenarios and what are the steps that lead to full IPv6 deployment. However, this is purely technical document that does not take a look at the monetary issues.
Practically speaking, the costs of IPv6 deployment can be easily calculated for an operator. These include the following factors:
· Address space cost
· Supporting servers upgrade

· NOC servers upgrade

· Network equipment upgrade

· Network personnel training
· Other personnel training

· Marketing and sales costs

Let’s take a look at each of these at the time.

Address space costs are negligible, since operators are already member for local RIRs and therefore already pay the member fees that allow them to obtain IPvX addresses from the RIRs. 

Supporting servers are ones that run various operating systems and offer different kinds of services to the network. Examples of such services are Radius and NTP. Since most of these servers run some form of Free/NetBSD, Linux or Solaris and these OSes have IPv6 capability for free, this does not raise any additional costs. Of course, the software the is run needs to be IPv6-enabled but it can be safely assumed that this is the case.
NOC servers are ones that run network monitoring services. These include e.g. configuration collecting, network usage reporting and error alerting. The cost issue with these is much the same as with the supporting servers. Thus, no extra costs.
Network equipment need to be upgraded to support IPv6 as well. Depending on the vendor and hardware type, the upgrade need to be done only for the software or also for the hardware. This example operator has 34 routers together. It is safe to assume that only the core routers need a hardware upgrade, since usually the edge routers can accommodate new protocols with software upgrades without affecting their performance. If we assume that each core router hardware upgrade is worth 100 000 euros, it makes totally 600 000 euros. Switches and DSLAMs need only software upgrades. 
Next possible cost factor is personnel training. This is by far the biggest concern since most of the personnel needs to know at least something at some need to know a lot. If we count that:
· Each technical person should attend 2-day hands-on class. Each class has maximum 12 participants and each day is 4000 euros.

· ¾ of the rest should attend 1-day lecture-class. Each class has maximum 24 participants and each day is 3000 euros. 
Together this is 137 000 euros.

Marketing and sales costs are extremely difficult to figure out. However, it can be safely estimated that no extra marketing needs to be done to promote IPv6. Thus, this cost is rather small but we can estimate that if the total marketing budget for this example operator is a million euros annually, IPv6 adds up no more that 10% i.e. 100 000 euros.
Together these cost factors sum up to 837 000 euros. To have a margin of error, we can assume that IPv6 deployment does not take more than one million euros. This is only roughly six percent of the total annual investments and thus should be justifiable if only there is enough usage for the protocol. 
4 IPv6 in Enterprise Networks
If the operators have been slowish in deploying IPv6 in their networks, enterprises have not shown any interest to it. Main reason to this is that there seems to be no obvious need to deploy a new network protocol. The promises that IPv6 gives [7] are not enough to awake the interest of enterprise network managers. Namely:
· Added address space is not interesting, since enterprise networks can well be run with RFC 1918 private addresses. This fact remains as long as there is no need to give all hosts an address that can be reached from outside one’s network. However, when IP-based telephony really takes off, communications need to done end-to-end between participating hosts. This might be a problem with IPv4 and private addresses since there is a need to use NATting devices which could disrupt communication flow. 
· Mandatory security stack at IPv6 hosts could be a nice feature in enterprise networks that currently struggle with all kinds of security problems. But the obvious downside is that in order to be effective, there is a need to deploy some sort of trust networks (i.e. PKI systems). In practice these are fairly difficult to implement and therefore rarely deployed. 
· Mobility is an interesting feature in IPv6 but its usage in enterprise networks is fairly limited. Only in some specific environments like warehouses and factors, mobility could be handy. But most of the current employees work in offices with fixed network connections. Therefore this is not a feature that would be the driving force for IPv6 deployments. 
· Autoconfiguration of IPv6 hosts is a feature that was designed to help especially enterprise network administrators. Autoconfiguration gives a host all necessary parameters so that it can work in a network without the need for human intervention. Albeit this is a nice feature, IPv4 has taken care of this need already with DHCP [8]. Therefore, autoconfiguration gives no new incentives to deploy IPv6 in enterprise networks.
In addition to the abovementioned features and issues, one should remember the problem of multihoming. In current Internet-dependent era, many enterprises have multiple Internet connections to different network operators. This improves the reliability of e.g. services that are offered to outside audience. So far, IPv6 architects have not been able to formulate a satisfactory solution to multihoming problem and therefore a company that would like to deploy IPv6 in its networks with multihomed Internet connections is left without tools to do it properly. 
4.1 Example set-up

As an illustration of the problems facing an enterprise considering IPv6 adoption, I will use the following kind of an enterprise:

· Size modest, about 1000 employees

· Sales, 250
· Admin, 80

· Manufacturing, 550
· Other 120

· Revenue; 280 m€

· Operating profit; 27 m€

· ICT budget; 4 m€
· ICT personnel; 11 (1 boss, 6 OS/Server/PC/Application, 2 security, 2 networking)

Enterprise network consists of the following parts:

· Headquarters with 230 employees. Network:

· Dual Internet connection

· Dual edge routers for LAN/WAN connectivity

· Redundant LAN switch configuration

· Two factories with approximately 300 employees each. Network:

· Dual WAN connection

· Dual LAN/WAN edge switches that handle both LAN and WAN connectivity

· 10 sales office that have approximately 17 employees each. Network:

· Single WAN connection

· Single LAN/WAN edge switch that handle both LAN and WAN connectivity

4.2 Drivers for IPv6 Adoption in Enterprise Networks
It is even more difficult to find any drivers that would lead to widespread adoption of IPv6 in enterprise networks. Operator networks are driven by customer needs and that could be an answer also for the enterprise networks.
For a small company, internal customer relation does not help a lot, at least in majority of the companies. Only technology-savvy companies – even small ones – might be interested in testing and developing IPv6-based technology.
For a larger enterprise, it is easier to see that a company might start a research and development project that needs IPv6 deployed in the network. This is true especially for companies that are developing hardware, software and applications for 3G mobile networks. 

Otherwise the need for IPv6 in enterprise networks is small. 

4.3 Cost of IPv6 deployment in the enterprise network

Similar cost factors that work in operator networks are present also in enterprise networks, when IPv6 deployments are considered. This means that at least the following needs to be considered:
· Address space cost

· Supporting servers upgrade

· NOC servers upgrade

· Application servers upgrade

· Application upgrades

· Network equipment upgrade

· Network personnel training

· Other personnel training

· Other costs

As with the operator network example, I will go through each section one by one and estimate the costs for the imaginary company introduced in section 4.1.

Address space cost is zero or almost zero for an enterprise. There are operators that might charge something extra but still the cost is rather small compared to the overall costs from the communications. 
Supporting servers for an enterprise means mainly DHCP, DNS and AAA servers. All these need to have upgrades both for the OS and for the actual applications. This should not be a problem and should not create any additional costs. 

NOC servers for an enterprise are usually used for basic network monitoring tasks. They run systems like HP OpenView or some other basic monitoring software. Most common usage is to have a system that alerts, if something goes wrong in the network. In addition, this category might include software that does basic reporting of the network usage. This can be done with a simple system like MRTG. Deploying IPv6 in enterprise networks means that these systems are also upgraded. Upgrades need to be done for both the underlying OS and the actual service. It can be safely assumed that this does not raise any additional costs.  
Application and application server upgrades is the toughest part for enterprises. The costs come from legacy systems that need to be IPv6-enabled. Propable case is such that none of the existing systems will be upgraded but new applications will be written for IPv6 from the scratch. If done that way, this category does not raise any additional costs. If applications need to be modified, there is a cost factor included. This is detailed in fifth chapter.

Network equipment upgrades are rather small for an enterprise. This is due to the fact that all the equipment in our example is such that no new hardware is needed. Thus, only software needs to be upgraded. And since most vendors have free upgrades for software, this does not add costs.
As with the operator case ICT personnel need training for IPv6. Easiest way to do this is to have a tailored two-day course held only for this company. This would cost about 8000 euros. 

Since other personnel do not need any information about IPv6, there are no additional costs for training. 

Other costs that might appear in the case of an enterprise is consulting. Even if the networking people are trained to understand, how IPv6 works, it makes sense to use a consult to design IPv6 topologies, routing etc. issues. To be on a safe side, this project could cost 30 000 euros.

Together the costs for an enterprise to move to IPv6 would then be around 40 000 euros. Even if there is only some usage for the technology, this amount is justifiable. 
5 IPv6 and application issues
IETF´s document, RFC 4038 [9] describes quite nicely, what are the possible scenarios and aspects of application transition. It illustrates four general cases, which are:
1) IPv4-only applications in a dual-stack node. This is the case, when IPv6 is deployed on the node but none of the applications is capable of using it.

2) IPv4-only and IPv6-only applications in a dual-stack node. This means that there are applications that are ported from IPv4 to IPv6. Examples are ping and ping6.
3) Applications supporting both IPv4 and IPv6 in a dual-stack node. This means that applications are ported to support both protocols and thus older versions of the applications can be removed from the node.
4) Applications supporting both IPv4 and IPv6 in an IPv4-only node. This is the case, when IPv6 is supported but not operable for some reason.

In addition to different scenarios, the RFC [9] also lists some of the major problems in application transition. These include:

· IPv6 support in the applications and OS are unrelated. 

· DNS does not indicate, which IP version will be used.

· Supporting many versions of an application is difficult.

The document also lists some major concerns about application porting. These include:

· IP address presentation format 

· Transport layer API

· Name and address resolution

· Specific IP dependencies

· Multicast applications

Summarizing all these items together shows that there is quite a lot to do on the application side. 
5.1 Estimations of the costs of application transitions
There will be applications that need to be transitioned to use IPv6 besides IPv4. These include basic network functions like:

· Diagnostic programs (ping, traceroute etc.)

· Monitoring software

· Supporting applications (DNS, FTP, DHCP etc.)

Similarly, there will be applications that do not need to support also IPv6. Most of these applications are company-specific and from some of them, even the source code has been lost a while ago. Thus, they will be used until the day comes that they are replaced. These programs are used for e.g. billing, customer management, warehouse logistics and other internal functions. 
In addition, there are applications that are currently being written. This is the hardest part; whether to include the support for IPv6 directly to the application or leave it to use only IPv4? The obvious answer to this dilemma is to include a kind of a wrapper function that handles all the data communications and detach the actual application from it. This way the application is then future-proof.

How much does the application transition cost then? Most of the networking software is free or support for a new protocol, IPv6, comes with cyclic upgrades. Thus, there is no extra cost involved. 

Company-specific applications are a totally different thing. If some company specifically insists to transition all its applications to support IPv6 and thus get rid of IPv4 can face massive costs. Depending on how well the applications have been written, there can be from 20 to 20 000 lines of code that needs to be changed. If we calculate that an average programmer can change 40 lines in an hour, this could cost up to 50 000 euros. And this sum is per application. This cost alone prohibits most of the changes into the current applications. 

6 Summary

This paper evaluated the deployment of IPv6 in different scenarios, namely in operator networks, in enterprise networks and also from application development perspective. 
The cost of IPv6 is a hurdle that can limit its deployment. For the example operator that was used in this paper, some of the cost came from training. With limited deployment in the beginning, it is easy to train only some people and add classes, when IPv6 matures in the network. The cost of the hardware upgrade is of course unavoidable, but it can also be reduced, if different kinds of tunneling mechanisms are used. 

Bigger question for the operator is; What are the gains, if IPv6 is deployed? Nowadays, all investments must be justified and if additional revenue cannot be shown, IPv6 will not be used.
For an enterprise, situation is a little bit easier in economical sense. Most of the cost is estimated to go to consulting but of this is avoidable, if there is enough skills inside the company. As for the operator, also enterprises face the same question; Is IPv6 something, that would bring new benefits to our business? Most often the answer is no.

Application costs are extremely difficult to calculate. But I have a strong opinion that almost all existing applications will be IPv4-based also in the future. Only new applications (and some network-related applications) will have IPv6 support. Therefore the cost of the change is not large.

Overall it can be estimated that IPv6-based services are not needed in basic operator nor in enterprise networks in the foreseeable future. This holds especially in Europe and in North America, where there is enough IPv4 addresses. 

Where IPv6 will be deployed is mobile operator 3G networks. Since there is already around 100 3G networks in production, this means that soon there will be 100 IPv6 networks. And this will generate a need for interconnectivity and probably also for some new services. This, it acts as a beginning for global IPv6 connectivity. 
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