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Abstract

In the traditional Internet nodes become unreachable when they move away from their home network. As the result their connections to other nodes will be broken. Internet’s next version IPv6 with its mobility extension (Mobile IPv6) enables nodes to remain reachable, continue their connections and use the services of the foreign networks in the native IPv6 Internet. Before being able to use the services the mobile nodes must however be authenticated: they need to present plausible credentials to the network access server to prove that they really are who they claim to be and that they have the right to use the services. After the authentication they are authorized to access the foreing network. As they use the services the accounting data will be collected. For this procedure Authentication, Authorization and Accounting (AAA) protocols have been developed. In this paper we discuss how Mobile IPv6 protocol functions and how AAA protocol Diameter is employed in a native Mobile IPv6 network

1 Introduction

When Internet was first developed computers were big and heavy. Nobody could imagine that one day people would carry them in their suitcases. In the early days mobility was not an issue and that is why it was not included in Internet protocol IPv4. The address field of 32 bits was also considered large enough to cover the needs for worldwide use of IP -addresses. 

Now over thirty years later the demands and possibilities of Internet have grown beyond the understanding of the early developers. As the result of that IPv4 addresses are soon running out. The number of mobile equipment is increasing rapidly. People are becoming accustomed to using e.g. laptops everywhere and all the time. Computers have wireless access to Internet through access points at the airports, shopping malls, campus areas etc. More mobile networks are being built. The aim is to cover larger and larger areas with wireless Internet access. To make all this possible we need to employ the next version of Internet, IPv6 and especially its mobility function. 

IPv6 has much bigger address space than IPv4. Its address field has 128 bits which is large enough to cover the future needs. IPv6 version also supports mobility and 

it is much more secure than IPv4. Networks that use only one protocol version of Internet are called native networks. At the moment most of our networks are 

native IPv4 networks. Native IPv6 networks exist already but they are small isolated islands. In order to 

communicate with IPv4 networks there needs to be IPv6/IPv4 translators or the packets need to be tunneled. As more IPv6 networks are deployed it will become the dominant protocol. But IPv4 networks will still exist for 

a long time. In this paper we assume that we have native IPv6 networks. 

In the future we should be able to travel from one town to another without loosing connectivity along the way. Imagine a situation where we want to travel by train from Helsinki to Oulu. At home we are connected to Internet through wireless local area network (WLAN). As we travel to the railway station we move to local area network (LAN). While in the train our connection moves to wide area network (WAN). Later on we change to 3G networks. As we approach our destination the access process is reversed. And all the way we are connected to Internet and are reachable. Mobile IPv6 makes all this possible.

As we travel and roam between IPv6 networks there are many L3-handovers. When we enter a new IPv6 network we need to be authenticated and authorized before we are able to use the services. Authentication, Authorization and Accounting (AAA) protocols are defined to take care of this procedure. Diameter with its extensions is considered as a suitable protocol for IPv6 networks.

In this paper, in chapter 2, we explain how Mobile IPv6 protocol functions, how it helps mobile nodes to remain reachable as they are roaming outside their home network. In chapter 3 we explain how AAA protocol Diameter is deployed in the native Mobile IPv6 networks. AAA procedures need to function properly before Mobile IPv6 networks can be deployed to wider use.

2 Mobility why and how

2.1 Why is mobility needed?

When a mobile node e.g. a laptop computer or 3G mobile phone is in its home network, packets are routed to its home (link-local) address using traditional routing procedures. The mobile node’s home address has the same network prefix as the mobile node’s home network. 

As the mobile node moves to foreign network which has different network prefix all the exiting TCP -connections stop functioning since TCP uses IP-address and port number in defining the connection. The mobile node could define a new IP –address to itself to reach connectivity again but it would not help to keep the TCP –connections alive all the time. 

To maintain the connectivity we need a new protocol that is scalable since the number of mobile equipment is increasing with speed. If we can maintain the connection all the time we will avoid many unnecessary initialization messages which cause excess load to the network. [1] 

2.2 How does Mobile IPv6 function?

To explain Mobile IPv6 and its function we first need to introduce some of its main components and concepts which include car-of address, home agent, correspondent node, movement detection and forming the care-of address.

2.2.1 Care-of Address

Mobile IPv6 solves our dilemma by introducing a second address, care-of address to be attached to the mobile node while it is visiting in a foreign network. When the mobile node enters a foreign network, it creates a new care-of address by using either stateless or stateful auto configuration method or both of them. [1] The mobile node can have one or more care-of addresses at the same time, e.g. in the case of overlapping wireless networks. One of the care-of addresses acts as the primary care-of address and the packets sent to its home network are directed to this address.

2.2.2 Home Agent

We also need one router in the home network to function as the home agent e.g. to keep track of the mobile node’s location. When the mobile node moves away from its home network the home agent intercepts packets on the mobile node’s home link that are sent to the mobile node’s home address. In order to do that it multicasts a Neighbor Advertisement message onto the home link on behalf of the mobile node. The home agent advertises its own link layer address to be connected with mobile node’s home address. Any node on the home link that receives this message will update its neighbor cache, causing it to transmit the future packets that are destined to the mobile node’s home address to the home agent.[1]

2.2.3 Correspondent Node

Any node that the mobile node is associated with is called correspondent node. It can be mobile or stationary. Correspondent node receives and sends packets to the mobile node. It also receives information about the location of the mobile node. After receiving a location message it updates its cache memory.

2.2.4 Movement Detection and forming the Care-of Address

In its home network the mobile node has several ways to find out its location. The default router and all other routers send Router Advertisement messages to inform about their existence. The network prefix is the same for all the routers and nodes of the home network. The mobile node may also send Neighbor Discovery message to determine its presence.

When the mobile node moves to a foreign network it uses Neighbor Unreachability Detection to detect when the default router is no longer bi-directionally reachable. In that case the mobile node must detect a new default router. The mobile node receives also Router Advertisement messages and can compare the prefix with its own prefix to detect the movement. [1]

When the mobile node detects that a L3 handover has happened it starts to form a new care-of address. For that it needs both a unique link-local address and network prefix of the visiting network.

At first the mobile node runs Duplicate Address Detection [2] on its link-local address to check its uniqueness. Then it selects a new default router as the result of Router Discovery [3], which is used to locate neighboring routers as well as learn prefixes and configuration parameters related to address auto configuration. With the help of the new default router the mobile node performs Prefix Discovery. [3] With the help of those procedures the mobile node is able to form a care-of address to itself.
Before proceeding further the mobile node needs to be authenticated. After the authentication it is given authority to access the services in the foreign network. As it uses the services the accounting data will be collected. In chapter three we will discuss how this procedure is carried out.

2.2.5 Mobility in Action

When a correspondent node wants to send packets to the mobile node, it checks its binding cache to find out if there is any information about the whereabouts of the mobile node. Suppose the correspondent node doesn’t know that the mobile node has already moved to a foreign network. How is the correspondent node able to send packets to it? To make communication function easily, the other nodes don’t need to know the actual location of the mobile node and still they can send packets to it. How does this functions is explained next.

As soon as the AAA procedure is over mobile node sends a Binding Update message [Figure 1] to its home agent and to any known correspondent node to inform about this new care-of address. When the home agent receives the Binding Update message, it must create a new entry to its binding cache for this mobile node or update its existing binding cache entry if it already exists. After that it sends Binding Acknowledgement message as an acknowledgement. 
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Figure 1: Mobile node enters foreign network

When a correspondent node first sends packets to mobile node it sends them to its home address. The home agent intercepts those packets and tunnels them using IPv6 encapsulation. When the packets arrive, the mobile node removes the encapsulation header. [1] The destination address in the encapsulation header is the mobile node’s care-of address and the original destination address is mobile node’s home address. That’s why the packets will reach mobile node even its home network’s prefix is different from the location network’s prefix [Figure 2]. [4]
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Figure 2: Packets sent to mobile node

When the mobile node finds out that the packets were tunneled, it sends a Binding Update message to the concerning correspondent node to inform about its new care-of address. As soon as the correspondent node receives the Binding Update message it updates its binding cache. If the home agent accepts the Binding Update message the acknowledgement message (Binding Acknowledgement) is sent only if it is requested by the Binding Update, if the Acknowledgement (A) bit is set (see Figure 4). The following packets it will send directly to the mobile node’s care-of address. This is called route optimization. [1] 

How do the packets actually reach the mobile node is explained next. In order to do that we need to introduce two concepts: Mobility Header and Type 2 Routing Header.

2.2.6 Mobility Header 

Mobility header [Figure 3] is an extension of IPv6 Routing Header. It is used by mobile nodes, correspondent nodes and home agents in all messaging 

[image: image3.wmf]Home Agent

Correspondent 

node

Home network

Foreign network

Mobile node

tunneled packets

Binding Update


Figure 3: Mobility Header

related to the creation and management of bindings. 

Mobility header is placed right after IPv6 Header. [1]  Mobility header defines different types in its MH Type 

Field e.g. MH Type value 5 is Binding Update message [Figure 4]. Binding Acknowledgement message on the 

other hand has MH Type value 6. This MH Type value defines the content of the message data field of the mobility header. 

2.2.7 Type 2 Routing Header 

Mobile IPv6 defines a new routing header called “Type 2 Routing Header” [Figure 5]. It routes packets directly from the correspondent node to mobile node’s care-of address. The destination address is mobile node’s care-of address. When the packets arrive at that address, the mobile node retrieves its home address from the Type 2 Routing Header. This home address is then used as the final destination address for the packets. The Type 2 Routing Header can have only one IPv6 address.  Since it is the mobile node’s home address it must be a unicast routable address. [1]
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Figure 4. MH Type 5, Binding Update

The mobile node can change its location at most once in every second. When it moves to the next link it sends binding update message to its home agent and to every correspondent node that it is associated with to inform about its new primary care-of address, which they update into their binding cache. The new care-of address is now the primary address but the mobile node should be reachable at its previous care-of address, too. This should be possible especially when the mobile node is moving from one wireless LAN to another to support smooth handover. [1] 
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Figure 5. Type 2 Routing Header

2.2.8 The Mobile Node returns home

When the mobile node returns to its home link it sets its own home address as the care-of address. Then it sends a binding update message to its home agent’s link-layer address to instruct that it no longer can serve as a home agent and thus should not intercept or tunnel packets for it. After receiving the binding acknowledgement message the mobile node will multicast a Neighbor Advertisement message onto its home link to advertise its own link-layer address for its own home address. [1] From now on the packets sent to the mobile node’s home address will be directed to it and not to the home agent anymore.

3 AAA for Mobile IPv6

When nodes roam in foreign networks they might need to use their resources. To be able to access those resources they need to be authenticated and authorized. For that the node needs to present plausible credentials to the concerning access device. The access device that receives the credentials may understand them or may not. In the latter case the access device needs to inquire the AAA server in the node’s home network for more information. For the communication between the access device and the AAA servers Authentication, Authorization and Accounting (AAA) protocols are used.

3.1 The Model of AAA Procedure

Authentication involves validating an end user’s identity prior to permitting the access. The AAA server compares the user-supplied authentication data with the user data stored in its database in the home network. If the credentials match, the user is granted network access. Otherwise the access request is denied. [7]

Authorization defines the rights and services that the end user is allowed once the network access is granted. Authentication and authorization are usually performed together in an AAA managed environment. [7] 

Accounting on the other hand provides methodology for collecting information about an end user’s resource consumption and tracing the end user’s activity. Such information can then be processed for the purposes of billing, auditing and capacity planning. [7]

Figure 6 represents the model of an AAA procedure. The home network (xyz.com) includes the home network’s AAA server (AAAh) and the AAA data bank. The visited network (abc.com) on the other hand includes the visited network’s AAA server (AAAv), the AAA data bank, access devices (AAA clients) and the mobile node (mn@xyz.com).

Checking the credentials includes the following steps:

1. An end user e.g. a mobile node connects to an access device (NAS/router/terminal/another host) and requests access to the network.

2. The access device acting as an AAA client collects and forwards the end user’s credentials to the AAAv server which forwards them to the AAAh server.

3. The AAAh server processes the data, and returns a response containing relevant information to the access device via the AAAv server.

4. The access device notifies the end user that the access is granted or denied for the specified resources.

5. The access device may also send accounting messages to the AAAh server during the connection setup and termination period for record collection and storage. [7]
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Figure 6. The Model of an AAA procedure

3.2 Development of AAA Protocols

The AAA concept was proposed more than one decade ago. The first AAA protocol was Terminal Access Controller Access Control System, TACACS, specified in RFC 1492. [8] Later it was replaced by Remote Authentication Dial In User Service, RADIUS, specified in RFC 2865. [9] Both of them were to provide dial-up Point-to-Point Protocol and terminal server access. As the Internet has grown and new access technologies have been introduced, such as wireless, DSL and Mobile IP routers. Also network access servers (NAS) have increased in complexity and density. All this has put new demands on AAA protocols. [5] Since RADIUS doesn’t meet those requirements it is not considered as a proper protocol for MIPv6.

A new AAA protocol called Diameter has been developed to amend the deficiencies of RADIUS. Diameter provides authentication, authorization and accounting functions both in local and roaming situations. It runs over reliable transport mechanisms e.g. TCP or SCTP.

Diameter extensions for Mobile IPv4 have already been specified allowing a Mobile IPv4 node to receive services from service providers and allowing the Diameter servers to authenticate, authorize and collect accounting information for those Mobile IPv4 nodes. Mobile IPv6 is however not able to fully utilize Diameter extensions defined for Mobile IPv4 but needs its own solution. [10]

3.3 Diameter Base Protocol

Diameter consists of two parts: Diameter base protocol (RFC 3588) and application part. The base protocol may be used by itself for accounting applications, but for use in authentication and authorization it is always extended for a particular application such as Mobile IPv6. The Diameter base protocol needs to be supported by all Diameter implementations. [5]

The Diameter base protocol provides the following facilities:

   -  Delivery of AVPs (attribute value pairs)

   -  Capabilities negotiation

   -  Error notification

   -  Extensibility, through addition of new commands

       and AVPs

-   Basic services necessary for applications, such as 

    handling of user sessions or accounting.[5]
All data delivered by the protocol is in the form of an AVP. Some of these AVP values are used by the Diameter protocol itself, while others deliver data associated with particular applications that employ Diameter.  AVPs may be added arbitrarily to Diameter messages, so long as the required AVPs are included and AVPs that are explicitly excluded are not included.  

AVPs are used by the Diameter base protocol to support the following required features:

· Transporting of user authentication information, for the purposes of enabling the Diameter server to authenticate the user.

· Transporting of service specific authorization information, between client and servers, allowing the peers to decide whether a user's access request should be granted.

· Exchanging resource usage information, which         may be used for accounting purposes, capacity         planning, etc.

· Relaying, proxying and redirecting of Diameter        messages through a server hierarchy. [5]

Any node can initiate a request. In that sense, Diameter is a peer-to-peer protocol. A Diameter client generates Diameter messages to request authentication,   authorization, and accounting services for the user. 

3.4 Diameter Application Messages

A Diameter message is composed of a Diameter command header of fixed length followed by a variable number of AVPs. [7] The format of the Diameter messages is presented in Figure 7. 
Figure 7. The Format of Diameter Messages

Diameter base protocol defines several messages. Every message must contain a command code in its header’s Command Code field, which is used to determine the action that is to be taken for a particular message. [5] Diameter base protocol defines fourteen commands. In addition to that Mobile IPv6 adds a few more commands:

· AA-Registration-Request Command (ARR)

· AA-Registration-Answer Command (ARA)

· Home-Agent-MIPv6-Request Command (HOR)

· Home-Agent-MIPv6-Anwer Command (HOA)

In the Diameter AVP header, the AVP Code plus the Vendor-ID uniquely identify the attribute. The AVP Data field is zero or more octets, which contains information specific to the attribute. The AVP code and AVP Length fields determine the format and length of the Data field. [7]

An AVP is used to encapsulate protocol-specific data e.g. routing information as well as authentication, authorization or accounting information. [5] Diameter base protocol has defined fifty AVPs. In addition to that Mobile IPv6 defines the following AVPs:

1. MIP-Binding-Update AVP

- contains the mobile IP binding update message

2. MIP-Binding-Acknowledgement AVP

- contains the mobile IP binding acknowledgement message sent by the home agent to the mobile node

3. MIPv6-Mobile-Node-Address AVP

-      contains mobile node’s home address

4. MIPv6-Home-Agent-Address AVP

-      contains mobile node’s home agent address

5. MIPv6-Feature-Vector AVP

· allows for dynamic home agent assignment in home domain. [10]

3.5 Assumptions

1. The network access identifier (NAI)
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The Mobile IPv6 specification mandates the existence of a security association between the mobile node and its home agent. A security association allows the endpoints to communicate with integrity and confidentially, even in the presence of relays and/or proxies.

In some cases it is possible that the mobile node doesn’t have a home agent or a home address. Instead the mobile node may have a security association with the home AAA network element and may use this to obtain a home address and a home agent. [10] 

Mobile nodes should be able to use the network access identifier (NAI) instead of the home address to get authenticated/ authorized by the AAA infrastructure when roaming. If the mobile node doesn’t have a NAI then it should be possible to use mobile node’s home address for AAA process, too. [10]

2. Long-term key

Mobile node and AAAh server share a long-term key to ensure secure connection. This long-term key provides network authentication and user authentication. [10]

3. Secure communications

The communication between the mobile node and AAAh server should be secured and also the communication between AAAv server and AAAh server. The former provides network authentication and user authentication and the latter allows home and visited network to trust each other, and to exchange information in an authenticated and protected way. [10]

3.6 The Authentication procedure

The authentication procedure with the dynamic home agent assignment in the home network or pre-configured home agent includes the following flows (Figure 8):

1. Entering a new network or also at power up, the mobile node listens to the router advertisements sent by the nearby routers. The mobile node retrieves the local challenge (used for checking the liveliness of the mobile node), the visited network identifier and the information to derive the care-of address and forms a care-of address as explained earlier.

2. Next the mobile node creates a message with the help of the NAI, long-term security key shared with its AAAh server, home address and home agent. The source address is the care-of address and the destination address is AAA  client. 
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3. Then the mobile node computes the authentication data using: 

- the long-term key (used for security purposes)

- the host challenge (used for network  authentication)

-  the visited network identifier

- the local challenge 

- an authentication algorithm (shared with its home network).

This authentication data is then sent to the AAA client.
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Figure 8. The Authentication Process

4-5. The authentication data is sent (ARR) to the AAAv server. If the AAAv doesn’t have enough information it requests it from the mobile node’s AAAh server.

6-7. If the mobile node doesn’t have a home agent the AAAh may assign it dynamically (HOR, HOA).

8-9. If the mobile node authentication data was acknowledged the answer message is sent to the AAA client (ARA), which then forwards it to the mobile node. 

10. When the mobile node receives an approval answer from the AAA client, it authenticates the network and creates the security associations. [10] 

3.6.1 Send Binding Update with AAA 

The logging process takes many signaling messages which causes delay. Earlier we stated that when the mobile node has attained the care-of address it needs to wait for the AAA process to take place before it can send 

binding update message to the home agent and to the corresponding nodes. It is possible however to send the binding update message as an embedded data [Figure 9] at the same time the mobile node gets authorized and authenticated by the network thus saving round trips between the home and the visited domains. [10] The binding update message is sent using MIP-Binding-Update AVP and the binding acknowledgement message using MIP-Binding-Acknowledgement AVP respectively.

Figure 9. Binding update sent as embedded data

4. Summary and conclusions

As the public interest in the mobile equipment increases the technical solutions to administer roaming in a reliable, fast and secure way needs to be ready. The next generation of Internet, IPv6 needs to be deployed to fulfill the future requirements of IP addresses, security and mobility. The present version of Internet will coexists for a long time as isolated and separate networks, though.

Mobile IPv6 enables the nodes to move around the IPv6 Internet. This is made possible with a second address, care-of address that will be assigned to the mobile nodes as soon as they enter a foreign network. They can have several care-of addresses as they move from one network to another, but one of them has to be the primary care-of address.

Before the nodes are able to use the services in the foreign network they need to gain access to the network. This is done with the help of a special protocol, AAA protocol (Authentication, Authorization and Accounting protocol). At the moment the most popular AAA protocol is Radius. But it has some weaknesses and is not considered suitable for IPv6 networks. An AAA protocol called Diameter on the other hand has been developed to amend the deficiencies of Radius and is considered to be a better and more suitable protocol. Diameter is a flexible protocol. Many extensions can be added to it depending on the needs. It is also possible to decrease signalling delay e.g. by sending binding update and binding acknowledgement messages embedded within a Diameter message.
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