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concepts relevant to IP multimedia implementatisunsh as QoS, NAT traversal and

communication security are introduced. For prattieasons this study focuses on IP

telephony and Voice over IP, as they are currahtydominant IP multimedia applications.

SIP has a central role in current IP multimedia 8B implementations. This study focus

on SIP, but other protocols are included, wherdicgipe.

Different SBC deployment scenarios are describedgawith the functions a session bord
controller performs. It is also described, why ehgtttion is performed or what is achieve

by performing it.

The second part of the thesis analyses and comiee&BC functions and standards. The
purpose is to find out and identify standard and-s@andard behaviour. Also as a second

goal, the role of the SBC functions in architectuné different standard families is analyse

The final chapter of the thesis contains resulthefcomparison and conclusion of the wo
performed. One of the key results of the thesssdgscription of what SBC functions can |
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Taman tyon tarkoituksena on tutkia sovellusreitigksi (Session Border Controller, SBC)
kutsutun verkkoelementin suhdetta IP multimediagaageihin. Tutkimus suoritetaan

vertailemalla sovellusreitittimen toiminnallisuugtndardeihin.

Ty6n ensimmainen osa esittelee IP multimediatekniigeruskasitteet. Esittely kattaa
yleisimmat merkinantoprotokollat joilla IP multimieghalveluja toteutetaan. Liséksi
aihepiirin keskeiset kasitteet, kuten QoS palvelatl, osoitteenmuunnoksen lapaisy seka
tietoturva esitellaan. IP puhe eri muodoissaanleisi;mmin kaytetty IP multimediapalvelu
ja siksi silla on keskeinen rooli tassa tyossa. @lelestaan on keskeinen protokolla seka
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1 Introduction

1.1 Background

Packet based networks, such as the Internet arat atttworks utilizing the Internet
Protocol (IP), are increasingly being used forratéve conversational communication
applications. These applications include for exampelephony and multimedia
conferencing. Traditionally these kinds of convém®l applications have been
implemented using circuit switched technology ire tRublic Switched Telephone
Network (PSTN) or the Public Land Mobile Network_(#N). The Internet on the other
hand has been typically used to deliver things ék®ail messages, or web pages, which
are first viewed and read by the end user, potgnf@lowed by a response, like writing

a reply email message or following a web link.

The move from circuit switched networks towards BBsed networks is related to
convergence of network technologies. The term netveonvergence is used to define
the developments towards a common network techgokogong a set of different
networks such as the fixed and the mobile telephustevorks and the Internet and

private IP networks.

There are several drivers for convergence. Onesdiisy improving cost efficiency by
eliminating some of the parallel networks havinglavicoverage and serving the same
geographical area, e.g. the PSTN, PLMN and therate Another common driver is a
vision of the ability to create new applications bymbining the various means of
communication originally found in separate non-dimarking networks into one
application combining things like voice, video, tenst messaging, email, etc. into a

seamless user experience.

The technical solutions and architectures of thaoua different networks have been
initially developed to meet the requirements of #pplications used in those networks

and also to mach the business models or philosspifiithe organizations operating

them. In addition to purely technical issues sushfumdamental differences between

circuit and packet switching or how access corttrdhe network is done, there are many



non-technical differences. These differences oaiginform things such as varying
business models, government regulation includigglleequirements for communications
privacy and emergency services. Standards spegifiyia different networks are often

developed by different standardization organizatiath different goals.

The Session Border Controller (SBC) is a netwosraint that addresses some of the
issues that have surfaced when building real-tifienultimedia services in converged
networks. The concept of a SBC has originated fiioenlP multimedia industry to meet
the requirements of operators, service providedsesmerprises. It has been developed by
individual vendors outside the standards making cgsees of standardization
organizations, such as the IETF, ITU-T, ETSI or EEEHowever the SBC interfaces to
several standards and this thesis discusses atyz@sithe relationship between the SBC

concept and the relevant IP multimedia standards.

1.2 Goals of the Thesis

This thesis focuses on a network element ofterrnexleto as Session Border Controller
and the relationship it has to IP multimedia stadslaand standard organizations. The
main goal of the thesis is to compare the functibnaf session border controllers to the
standards and find out: What SBC functionality tenglard behaviour and what is non-
standard? We also describe what functions are qmeeid by SBCs and why those
functions are performed? The chosen method is congpéhe functions of SBCs to the

functions specified in the standards.

A secondary goal of this thesis is to compare thevs or opinions that different
standardization organizations specifying IP multliimecommunication infrastructures

have towards the kind of functionality a sessiordeo controller performs.

1.3 Scope of the Thesis

This thesis focuses on the functions of the sessmder controller and the protocols
directly related to SBC and conversational reaktifP multimedia. Multimedia
signalling protocol focus is on SIP. Other protscotlevant to SBC functionality are

included in the scope, but are handled with lesailde



Protocols that are not multimedia signalling prolecbut are however directly related to
the functions of SBCs are included in the scopees€hprotocols include e.g. the

protocols used to carry media streams in IP mulfimeommunications.

1.4 Structure of the Thesis

This thesis is structured into two main parts. Tite part, chapters 2 through 4, contains
background information and description of the eSaknoncepts related to real-time IP

multimedia, standards and the session border dtartrthe network element under study.

Chapter 2 describes the concept of IP multimedih the time dependence related to
interactive and conversational communication. Teg &tandard organizations that have

contributed to the development of IP multimediandtads are introduced.

Chapter 3 presents the most common signalling potdoand entities found in IP

multimedia communication infrastructures.
Chapter 4 introduces the session border controller.

The second part ranging from Chapter 5 to ChapteroBtains the analysis and

comparison of the session border controller fumetiidy with the standards.

Chapter 5 focuses on the main goal of the thesmngarison of the functionality of
session border controllers with the standards astinduishing between standard and
non-standard behaviour. In addition to the main,gba secondary goal of analyzing the
relationship of SBC and the architectures of déférstandards organizations is addressed

in Chapter 5.

Chapter 6 contains the conclusions of the thesis.



2 IP Multimedia Overview

This chapter describes the concept of real-timenltltimedia and the time dependence
related to interactive and conversational commuitinaConcept of quality of service is
described along with implementation in IP networks. addition, the key standard
organizations that have contributed to the devekpnof IP multimedia standards are

introduced.

IP multimedia means the exchange of any digitalizatbrmation between the
communication parties with a variety of differenbmemunication modes, such as
interactive communication, streaming, and sharibgamples include video call, sharing
a whiteboard or a Web page during a phone cabharing a still image during a phone
call [Nok04].

Real time means that the content has some kindhaf tependence. When real time
multimedia is used by people for interactive comioation, the time dependence is
related to the user experience. A perfect userreequee from the real-time point of view

can be thought to be achieved by people communi&tisame space, such as a room.

The IP in real-time IP multimedia means that thdtimedia traffic is transported by

networks utilizing the Internet Protocol. IP isacket based protocol defined by RFC 791
and later specifications. The networks utilizingdfe called IP networks. The Internet is
the world’s largest IP network, but most of the pmrate enterprise and community
private networks (intranets) are also IP basednliRimedia applications are used in both

the Internet and intranets and are gaining popwularimobile wireless networks.

2.1 Quality of Service

By default IP networks offer best effort serviceamhdelivering packets between users.
This means that the network makes no attempt tivedygtdifferentiate its service

response between the individual packets or tratfieams generated by concurrent users
of the network. As a result of this, individual fackets experience varying response

times when travelling across the network from seucacdestination.



Interactive communication for example in a roonvirsually instantaneous and there is
no distortion of sound and vision. Deviations fréme natural user experience result in
degradation of perceived quality of service (QdFrP3]. Characteristics of a best effort

transport network with variable service respongecaperceived QoS indirectly.

Those characteristics that can be measured witkéertence to user perception of quality
but that will, affect user perception of qualityeaeferred to as intrinsic QoS [Har03].

Intrinsic QoS is characterized by:

e Latency, or delay—The time it takes a packet to aggbss the network to its

destination
« Jitter—The variability in packet latency

« Dropped packet rate or packet loss—The frequencpeocentage with which

packets do not get to their destination in timeaaised

The ITU-T standard E.800 defines QoSTdee collective effect of service performance
which determine the degree of satisfaction of a wfea service.This broad concept
includes aspects such as the quality of customgpat functions, etc. E.800
Serviceability or technical QoS is one dimensiornthaf “collective effect” and in its turn
includes concepts like accessibility, retainabiltgd integrity of service. In this thesis
however, the term QoS is used in even more narramner. It is used to reflect the
impact of intrinsic QoS parameters (latency, jittpacket loss) on perceived QoS of

communication medium such as voice and video.

2.2 Controlling QoS in IP Networks

The response time in networks working properly @mdo error condition) can be
anything starting from less than one milliseconddweral seconds or even more. Packets
may also be completely discarded while in trandiis causes degradation of perceived
QoS. Many mechanisms have been developed to overtiwervarying default best-effort
service response of IP networks to better match rguirements of interactive
communication. Describing them thoroughly is outtted scope of this thesis and only
some are introduced. For interactive applicatioesdng better than best-effort service,
integrated services (IntServ) [Bra94] and diffeiatetd services (DiffServ) [Bla98] are
often used.



2.2.1Integrated Services

Integrated services or IntServ is an architectuwigich specifies the ways to guarantee
QoS in IP networks. IntServ can be used to alloal-tiene traffic to be delivered to the

receiver in a better than best effort fashion.

IntServ specifies a fine-grained QoS system. Tlea idf IntServ is that every router in
the path implements it, and every application theduires guarantees makes a
reservation. Resource Reservation Protocol (RS¥RB¥ed as the underlying mechanism

to signal reservations across the network.

IntServ requires that some flow state informationtloe reservations to be kept in every

network element such as routers in the networks Tiimits the scalability of IntServ.

2.2.2Differentiated Services

Differentiated services or DiffServ attempts topde better than best effort QoS on IP
networks. DiffServ deals with aggregated flows afadrather than individual flows and
single reservations, like IntServ. A single reséoramay be made for all of the packets
of an aggregated flow. When packets enter a Diff®@etwork they are first classified by
the sender or a router at the edge of the netwbhk. classification is marked in the
DiffServ Code Point (DSCP) in the IP header.

Within the DiffServ network, routers queue and fard packets class/priority indicated

by the DSCP header field. As a result of this, Inw/fstate needs to be kept in routers.

2.31P Multimedia Standards and Standard Organisations

IP multimedia and related standards are developddoablished by several independent
standardization organisations. The following sedimtroduce the organizations that are

relevant in the scope of this thesis.

2.3.1ITU-T

ITU-T is the Telecommunication Standardization 8ectof the International
Telecommunication Union (ITU). It was established ® March 1993 replacing the
former International Telegraph and Telephone Cdasué Committee (CCITT). The

ITU is an international organization within the ttéd Nations.



An ITU-T Recommendation H.323 [ITU96], was the ffissandard published, describing
a system that can be considered an IP multimedmmmication system. H.323
describes terminals, equipment, and services fdtimedia communication over Local
Area Networks (LAN). H.323 terminals and equipmerdty carry real-time voice, data,
and video, or any combination, including video péleny [ITU96]. The second release of
H.323 recommendation H.323 v2 [ITU97] expanded gaired the scope of the
standard from local area networks to interconneti#Ns. This generalization allowed

H.323 to be used in any IP network.

The ITU-T continues to develop H.323, but has alstivities in the Next Generation
Network (NGN) area that are relevant to this theBige ITU-T Recommendation Y.2001
[ITUO4] states that an NGN is'A packet-based network able to provide
telecommunications services and able to make useutifple broadband, QoS-enabled
transport technologies in which service-related diions are independent from

underlying transport-related technologies.”

2.3.2IETF

The Internet Engineering Task Force (IETF) is gdaopen international community of
network designers, operators, vendors, and researadoncerned with the evolution of
the Internet architecture and the smooth operabibthe Internet. It is open to any
interested individual [IETO5].

The IETF develops and publishes standards (RFC}hbdnternet and other IP networks
are based on. In addition to network standards niaayy specifications, such as the
Session Initiation Protocol (SIP) is specified hg iETF. SIP is a major standard for IP

multimedia communication systems.

2.3.33GPP

The 3rd Generation Partnership Project (3GPP) tel@aboration agreement that was
established in December 1998. The collaboratioeergent brings together a number of

telecommunications standards bodies.

The original scope of 3GPP was to produce globeblglicable Technical Specifications
and Technical Reports for a 3rd Generation Mobyist&n based on evolved GSM core

networks and the radio access technologies that support. The 3GPP originally



decided to prepare specifications on a yearly basis first specification was Release 99
[Poi04].

The key concept of 3GPP standardisation in theesodphis thesis is the IP Multimedia

Subsystems (IMS). The first version of IMS was uatdd in 3GPP Release 4, frozen and
officially completed in March 2001 [Poi04]. The cant version is Release 6, March

2005 [3GPO05a].

2.3.4ETSI

The European Telecommunications Standards Inst{&ies]) is an independent, non-
profit organization, whose mission is to produdedemmunications standards for today
and for the future [ETS05a].

A particularly relevant area of ETSI standardisai®the ETSI TISPAN NGN functional

architecture. This architecture complies with th&4T general reference model for next
generation networks [ETS05]. The TISPAN NGN funetibarchitecture contains several
service layer components, of which the core IP Mhdtia Subsystem (IMS) is in the
scope of this thesis, as it implements real-timenlftimedia services. The IP multimedia
services of ETSI TISPAN NGN are based on Releas¢ 3GPP IMS but have been
further extended by TISPAN NGN.



3 IP Multimedia Signalling Protocols

IP multimedia signalling protocols have been depetbfor different purposes and by
different standardization organizations. This chaphtroduces common IP multimedia

signalling protocols and entities that are relevarthe SBC in the scope of this thesis.

3.1 Session Initiation Protocol

The Session Initiation Protocol, SIP is a signgllprotocol developed by the IETF for
use in IP networks. The first RFC was published989 [Han99] and the current one in
2002 [Ros02]. SIP is an application layer protabalt can be used to establish, modify
and tear down communication sessions between uBsa@mples of these sessions
include multimedia conferencing sessions and telephSIP can be used with different
transport protocols, like UDP, TCP and SCTP andbeen defined for use with both
IPv4 and IPv6 [Ros02].

SIP uses UTF-8 text based request and responsagessdt borrows elements of two
widely used Internet protocols: Hyper Text Transgnotocol (HTTP) and Simple Mail
Transport Protocol (SMTP). From HTTP, SIP usesientiserver design and the use of
URLs and URIs. The text-encoding scheme and hestgér of messages is borrowed
from SMTP. For example SIP reuses SMTP headersaudlo, From, Date, and Subject.
[JohO4].

The core SIP is simple and the text based message=asily readable. These properties
make it easy to start developing applications us§t®, The SIP architecture is designed

to be scalable and new functionality can be adgeekkensions [Joh04].

3.1.1SIP Entities

The SIP specification defines several entities: rUagents, Redirect Servers, Proxy
Servers, Registrars and Location Servers. Theagrirothe SIP architecture is discussed in

the following sections.
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User Agents

SIP uses a client-server design as a basis of tiper& SIP end device is called a SIP
user agent. A user agent can be for example a fizkghhone device, mobile phone,
personal workstation or a network element such asedia gateway. SIP user agents
contain both a client and a server part: User Agdigint (UAC) and User Agent Server
(UAS). The UAC initiates requests while the UAS gextes responses. During a session,
a user agent will usually operate as both a UAC andiAS. This approach is different
from other client-server Internet protocols sucitHag P. The Web browser is always an
HTTP client, and the Web server is always an HT@®ey. During a SIP session, an end

point will act in both roles.

A back-to-back user agent (B2BUA) is a type of 8tvice that receives a SIP request,
then reformulates the request and sends it outn@svarequest. Responses to the request
are also reformulated and sent back in the oppdsigetion. A B2BUA maintains dialog
state and must participate in all requests seth@ulialogs it has established. Since it is a

concatenation of a UAC and UAS, no explicit deforis are needed for its behaviour.

The Figure 1 describes a request and responserssghetween two user agents through
a B2BUA. Arrows from left to right represent regtsesArrows from right to left are
responses. The dashed arrows represent stateftgégsing by the B2BUA in order to

determine how to reformulate the request (2) arddsponse (5).

Figure 1 Request-response flow via B2ZBUA

SIP gateways are entities that contain a user dgéninstead of a human, interface to
another protocol, like ISUP or H.323. A gatewayrtirates signalling and may terminate
media if required. Media termination is required éaample at a media gateway between
an IP network and circuit switched PSTN/PLMN. A&@may between SIP and H.323
does not have to terminate media. SIP and H.323%ani$ in an IP network can

exchange media directly and only the signallingdsde be processed by a gateway.
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Proxy Servers

A SIP proxy server or proxy receives requests feouser agent and other proxies. It acts
on behalf of a user agent by responding to requedtswarding them. A proxy often has
access to a database or location service, whichsés in order to determine the
forwarding destination of a received request. Axgris not required to understand the
full content of a message in order to pass it ahstrould not change the order of header

fields or in general modify or delete header fields
A proxy differs from a user agent in the followingys:

1. A proxy server does not send requests independebtiyy only responds to
requests from a user agent. (A CANCEL request isxaeption. A proxy sends
A CANCEL without first receiving it from a UA)

2. A proxy server does not handle media streams
3. A proxy server does not parse message bodiesnbutamks at message headers

A proxy can be either stateless or stateful. Aeftas proxy server processes each SIP
request or response based solely on the header ifilbrmation in that particular

message. No dialog state information is storechenfiroxy server after processing and
forwarding a message. As no state information i,k stateless proxy never retransmits

messages.

A stateful proxy keeps track of requests and resg®rit has received and uses that
information in processing future requests and reses. A stateful proxy can have timers
for retransmitting requests that have not beenomdpd to after a retransmit timer has
expired. Also, a stateful proxy can require useama@uthentication, thus it can be used to

implement authentication.

A transaction stateful proxy server keeps transacstate from the beginning of a
transaction until it has completed. For exampl&aasaction stateful proxy would start
keeping state after receiving an INVITE request stogh after receiving a 200 OK. This
kind of operation in between stateful and statel@gsnvs a proxy to perform useful

search services while minimizing the amount ofestabrage required.

Yet another kind of proxy server is a forking proXycan forward a request to multiple
destinations. On use for a forking proxy is creqtervices where several user agents are

offered a session simultaneously in order to rehetuser [Joh04].
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Redirect Servers

A redirect server receives SIP requests using a dlgBent but instead of forwarding
the request to the direction of the destinatioe kkproxy, it notifies the initiator of the
original request on the location of the destinatidhis is done using a 3xx redirection
class response. Like a proxy, the redirect caizeatilatabases or other location services
to be able to determine where the other party ehroanication can be reached at
[Joh04].

Registrars

A registration server, or a registrar, accepts @l REGISTER requests. All other
received requests are responded with a 501 Notelmgmted response. The contact
information obtained by a registrar during regigtansaction is then made available to
other SIP servers within the same administrativeain, such as proxies and redirect
servers [Joh04]. Registrars are often co-locateth yproxies in order to make the

publication of contact information straightforwdf@amo02].

Location Servers

A location server provides location services usgdlSIP redirect or proxy servers to
obtain information about a possible location of dadled party. It contains a list of
bindings of address-of-record keys to zero or nonetact addresses. The bindings can
be created and removed in many ways. SIP spedifit@0s02] defines a REGISTER
method that updates the bindings.

3.2SIP Addresses

SIP uses e-mail-like names for addressing usersdawites. The addressing scheme
belongs to a family of Internet addresses calledsUBIP URIs can handle telephone
numbers, transport parameters, and a number of iémes. The key point is that a SIP

URI is a name that is resolved to an IP addreassing SIP proxy server and DNS.

SIP has two broad categories of URIs: ones thatspond to a user, and ones that
correspond to a device or end point. The user WRtnown as an address of record

(AOR) and a device URI as a contact. A request 8er@in AOR will require database
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lookups and service operations to complete. A refgsent to a contact typically does not
require database lookups. An AOR URI is usuallydugelo and From headers to reach a
person. A device URI used in a Contact header &eld is associated with a particular

device through which the user can be reached tithe.

SIP supports a number of URI schemes including siips, tel, pres, and im. Their
meaning is respectively SIP, secure SIP using Ttefephone, presence, and instant

message. The most commonly used are sip and 3gi€)4].

A simple SIP URI could be for example:
sip:mika.lehtinen@iki.fi
sip:mlehtine@hut.fi

Sip:1234@192.168.0.10

3.2.1SIP Messages

All SIP messages are either requests or respomnbey. are formatted according to RFC
2822 and contain: request line / status-line, nges$eeaders, empty line, and message-

body. Figure 2 is an example of a SIP message.

Request |ine INVITE sip:user@provider.com SIP/2.0
Message header Via: SIP/2.0/lUDP myhost.hut.fi:5060
From: sip:mika.lehtinen@hut.fi;tag=9491923738988298 8
To: sip:user@provider.com
Call-ID: 456456456 @myhost.com
CSeq: 1 INVITE
Contact: sip:mlehtine@myhost.hut.fi:5060
Content-Type: application/sdp
Content-Length: 123
Enpty line
v=0
Message body 0=001INIP4192.168.0.10

Figure 2 SIP request message

The first row is called the starting line and istitiguishes between request and response
message types. Message headers are followed Isyattieg line. An empty line ends the

sequence of message headers and may be followaxal dygtional message body [Ros02].
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SIP Requests

SIP request messages request another SIP entierform a task described by the
message. The RFC 3261 defines six methods INVITEGIBTER, BYE, ACK,
CANCEL and OPTIONS. Other methods have been defiated [Joh04].

The INVITE method is used to invite another useerdgo a media session. An invite
often contains a session description (SDP) [Ham®#&)e message body, which describes
the properties of the media session. Parameteen aéxisting media session may be

modified using a re-INVITE message.

The REGISTER method is used by a user agent tonmfbe SIP network servers of the
current location of the user. The current contaRi Of a user agent is published using
REGISTER. A registration can have a finite lifetina@d the registration must be

refreshed periodically if continuous validity ofthegistration is desired.

The BYE method ends an established session. Aosessconsidered to be established, if
an INVITE has been responded to with a positivepoase, or an ACK has been
transmitted. Only user agents that are part of stablished session may send BYE

messages. Proxy servers or other third partiesrmoagend BYE messages.

The ACK method is used to acknowledge final resperte INVITE requests. Message
body in an ACK response may contain SDP to desgibgperties of the media session.
The ACK method may not be used to modify mediaisasparameters of INVITE

messages. Re-INVITE must be used for that purpose.

CANCEL is used to cancel pending transactionsndisea transaction started by INVITE.
A CANCEL message may be sent by a user agent ang gerver in some cases. A user
agent uses CANCEL to tear down a call attemptstihdiated. A forking proxy may use
CANCEL to cancel calls progressing with other destibns once a session with one user

agent has been established.

SIP Responses

A SIP response is a message sent by a UAS or aelfer as a response to a request

from a UAC. A SIP response contains status infoionatelated to a request. A response
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may contain additional header fields with inforroatneeded by the UAC or, it may be a

simple acknowledgment to prevent retransmissioribefequest by the UAC.

SIP responses are formatted like requests, bufirdteline contains status information
instead of a method including SIP version, stabdecand description, like “SIP/2.0 180
Ringing”. The response classes in Table 1 are eéfin SIP [Ros02].

1xx Informational Indicates status of call prior completion. Is the
first informational or provisional response.

2XX Success Request has succeeded. If for an INVAEK
should be sent; otherwise, stop retransmissions of
request.

3XX Redirection Server has returned possible lonati The client

should retry the request at another server.

4xx Client error The request has failed due to rmoréy the client,
The client may retry the request if reformulated
according to response.

5xx Server failure The request has failed due teraor by the server.
The request may be retried at another server.

6XX Global failure The request has failed. The esfushould not b
tried again at this or other servers.

19%

Table 1 SIP response codes

Below are some examples of responses of aboveesli®sh04]:

100 Trying This response is only a hop-by-hop request. ieiger forwarded and may
not contain a message body. This response cannaeaged by either a proxy server or a

user agent to indicate that some kind of actidseiag taken to process the call.

180 Ringing This response is used to indicate that the INVIHEE been received by the

user agent, and that alerting is taking place.

200 OK This response has two uses in SIP. When used d¢epti@ session
invitation, it will contain a message body contamithe media properties of the called
party. When used in response to other requesigditates successful completion or

receipt of the request.
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302 Moved Temporarily  This redirection response contains a URI thatusently
valid but that is not permanent. The Contact heact®rtains a temporarily valid

destination.

407 Proxy Authentication Required This response sent by a proxy indicates that
the UAC must first authenticate itself with the yydefore the request can be processed.
The response should contain information about yipe bf credentials required by the

proxy in a Proxy-Authenticate header field.

500 Server Internal Error This server error class response indicates thageghesr has

experienced some kind of error that is preventirfigpm processing the request.

600 Busy Everywhere This response is used to indicate that the useantaganot
accept the call and that the request should natiedd elsewhere either i.e. the user does

not wish to receive any calls at the moment.

3.2.2SIP Header Fields

SIP header fields may be categorized as requestemmbnse, request only, response
only, and message body header fields. This disbindgs not based on the SIP protocol
itself, but on the part of SIP messages they appefloh04]. Numerous header fields
have been defined in IETF specifications, but dhly typical ones and the ones that are

important in the scope of this study, are introdlice

A tag is a cryptographically random number witheast 32 bits of randomness. A Tag is
not a header field itself, but is added To and Fhaaders to uniquely identify a dialog.
To header in the initial INVITE will not containtag, but a caller must include a tag in
the From header. A tag returned in a 200 OK respanthen used as a dialog identifier

in all future requests for a particular Call-ID.

To This field is a required header field in every $tessage used to indicate
the recipient of the request. Any requests gengrbyea user agent contain this header
field with the addition of a tag. Any response gated by a proxy must have a tag added

to the To header field. The To header field is mexsed for routing.

From This field is a request and response requireddregeld and indicates the
originator of the request. A From header field ncaptain a tag, to identify a particular
call. If there is both a URI parameter and a thgntthe URI including any parameters

must be enclosed in <>.



17

Subject This request and response header field is optiandlused to indicate the
subject of the session. The contents of this he&idiet can e.g. be displayed during

alerting.

Call-ID This request and response header field is mandat@il SIP requests and
responses. It is used to uniquely identify a catiAeen two user agents. Call-ID is unique
across calls, except in the for registration retpuesll registrations for a user agent

should use the same Call-ID.

Via This is a required request and response headeérdfia is used to record
the SIP route taken by a request. It is used tterauresponse back to the originator of a
request. A user agent generating a request redsrdsvn address in a Via header field.

The order of via entries in the message is siganifi@s it is used to route responses.

A proxy forwarding the request adds a Via headddftontaining its own address to the
top of the list. A proxy or user agent generatingsponse to a request copies all the Via
header fields from the request into the resporiss sends the response to the address
specified in the top Via header field. A proxy redeg a response checks the top Via
header field and checks that it matches its owrremdd If it does not, the response has
been misrouted and is discarded. The proxy thermvemthe top Via header field, and

forwards the response to the address specifidttinéxt Via header field.

Contact This request and response header field is usedrtg a URI that identifies
the resource requested or the request originatoa fequest it identifies the request

originator and in a response, the requested resourc

A received Contact header field can be cached apd to contact the other user agent
directly, bypassing proxies. However, if a Recomlisfe® header fields in an earlier

request or default proxy routing configuration neagrride direct connection.

Record-Route This request and response header field is usefbrte

routing through a proxy for all subsequent requasts session between two user agents.
Normally, a Contact header field allows user agémtsend messages directly bypassing
the proxy chain used in the initial request. A gramserting its address into a Record-

Route header field overrides this and forces thisyto be included.

Cseq This request and response header field is requiresvery request and
indicates the command sequence of requests. Thg G&aler field contains a decimal

number that increases for each request. Usuallgcitases by 1 for each request, with
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the exception of CANCEL and ACK requests, which tise CSeq number of the
INVITE to refer to the correct request. The CSeaqntois used to identify out-of-

sequence requests, new requests and retransmissions

Max-Forwards This mandatory request header field is used t@ate the
maximum number of hops that a SIP request may ltr@the value of the header field is
decremented by each proxy that forwards the regéegtoxy receiving the header field
with a value of zero discards the message send#8Bal oo Many Hops response to the

originator.

Content-Type This message body header field is used to spedbiéy
Internet media type [P0s94] in the message bodydidMypes have the form type/sub-
type. If this header field is not present, applaafsdp is assumed.

Content-Length This message body header field indicates the nurober

octets in the message body. A Content-Length: {@&tels no message body.

3.2.3SIP Message Body

A SIP message body contains a description of thsi@e to be established. Both requests
and responses may contain message bodies, bub albtd The message body in a SIP
message usually is a session description, bunitcoasist of any object. SIP proxies do
not need to examine the message body, thus therntoist transparent to them. As a

result, session descriptions are transmitted emthddbetween user agents [CamO02].

3.3 Session Description Protocol

Session Description Protocol (SDP) is a protocdinde by RFC 2327. It is more of a
description of syntax than a protocol in that itedonot provide a full-range media
negotiation capability. The original purpose of SW&s to describe multicast sessions set
up over the Internet’s multicast backbone, the MEEODNoday SDP is used with SIP and
MGCP.

An SDP session description consists of a numberlinids of text of the form

<type>=<value>. <type> is always exactly one chiaraand is case-significant. White
space is not permitted either side of the "=' sigrgeneral <value> is either a number of
fields delimited by a single space character oreg format string. Figure 3 shows a

session description.
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SDP contains the following information about thedmesession [Joh04]: IP Address or
host name, port number used by UDP or TCP for pamsmedia type (audio, video,
etc.) and media encoding scheme (PCM A-Law, MPE@Gdko, etc)

In addition, SDP contains information about thddwing: Subject of the session, start

and stop times and contact information about tesisa.

v=0

0=395231 691550547 691550577 IN IP4 192.168.0.37
s=X-Lite

c=IN IP4 192.168.0.37

t=00

m=audio 8000 RTP/AVP 38098 97 101
a=rtpmap:0 pcmu/8000

a=rtpmap:8 pcma/8000

a=rtpmap:3 gsm/8000

a=rtpmap:98 iLBC/8000

a=rtpmap:97 speex/8000

a=rtpmap:101 telephone-event/8000
a=fmtp:101 0-15

Session description
v=_(protocol version)
0= (owner/creator and session identifier)

s= (session name)
i=* (session information)

u=* (URI of description)

e=* (email address)

p=* (phone number)

c=* (connection information — not
required if included in all media)

b=* (bandwidth information)

One or more time descriptions (see below)

z=* (time zone adjustments)

k=* (encryption key)
a=* (zero or more session attribute lines)
Zero or more media descriptions (see below)

Time description
t=_ (time the session is active)
r=* (zero or more repeat times)

Media description
m=_(media name and transport address)
i=* (media title)
c=* (connection information - optional if
included at session-level)
b=* (bandwidth information)
k=* (encryption key)
a=* (zero or more media attribute lines)

*) optional

Figure 3 SDP example with descriptions

3.4H.323

The first version H.323 standard was approved @618y ITU-T. It specifies protocols
and architectural components of an IP multimed&esy. The H.323 is an umbrella for a

family of ITU-T recommendations

The H.323 network is divided into administrativentiins. An administrative domain
may be defined as a collection of H.323 functiogatities that one administrative entity
manages. One administrative domain can be compafséte entities of an enterprise,

and another of the entities administered by a sermprovider [KumO1].
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3.4.1H.323 Entities

The core elements of a H.323 system are termigalteways, gatekeepers, multi-point
control units. Additional entities are specified HY323 recommendations, but they are

not introduced here.

Terminals

A terminal is an entity that terminates signallsgd media at an end-user’s location. A
terminal can be for example a PC running a H.32%arencing application, or a H.323

telephone. The terminal is sometimes called a teahalient.

Gateways

A gateway is an entity connecting a H.323 netwarkat circuit switched network. It
performs signalling protocol and media format casien between networks. Gateways

are used for example to establish connectivity betwH.323 and ISDN networks.

A Multi-Point Control Unit is an entity used for ftiparty (>2) conferences. A MCU
mixes audio and switches video from all particigaahd then provides it to the end-

user’s terminals.

Gatekeepers

A Gatekeeper is an entity that provides servicesntb users and routes messages to their
destinations. The services that are provided byagkgeper include authentication,
authorisation and accounting (AAA) and addresslutiem to routable IP addresses. A
gatekeeper controls a zone. A zone has one gatekempe or more terminals and may
have GWs and MCUs.

H.323 terminals, gateways and multi-point contnoitaiall terminate both signalling and

media. They are referred to as endpoints.
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3.4.2H.323 Addresses

A H.323 endpoint has one or more network addredsethe case of IP, they are IP

addresses.

An endpoint may have one or many alias addressesliAs address can be a URL (e.g.
h323://mlehtine@hut.fi), E.164 number or a chamasténg. A gatekeeper is needed to

resolve aliases and without gatekeeper host naraeshe used [Bei98].

For each network address, each H.323 entity mag kaveral TSAP (Transport Layer
Service Access Point) identifiers. These TSAP Iidiend allow multiplexing of several

channels sharing the same network address [ITUOQ].

3.4.3H.323 Signalling

Most of the control messages in H.323 are encodeklei Abstract Syntax Notation One
(ASN.1) scheme using the Packet Encoding Rules JPER

In H.323 call signalling is carried in channels.eTRAS channel is used to carry
messages used in the Gatekeeper discovery and ishdggistration processes, which
associate an endpoint’s alias address with its Sighalling Channel Transport Address.
The RAS channel is an unreliable channel. The Siglhalling channel must be used to

carry H.225.0 call control messages.

In networks that do not contain a Gatekeeper ogilatling messages are passed directly
between the endpoints using the Call Signallingn$part Addresses. In networks that
contain a Gatekeeper the initial admission messxgbange takes place between the
calling endpoint and the Gatekeeper using the @efde’'s RAS Channel Transport
Address.

With a gatekeeper two call signalling routing meth@re available. The first method is
Gatekeeper Routed Call Signalling. In this methoghaling messages are routed
through the gatekeeper. The second method is DiErdpoint Call Signalling. In this

method the call signalling messages are passedlgliteetween the endpoints. [ITUOO].

A modified subset of Q.931 ISDN D-channel signgliis used for call setup between
terminals. H.245 is used for control signalling media negotiation and capability
exchange between terminals. T.120 is used for paittt graphic communications.
[Joh04]
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Figure 4 Basic H.323 call setup

Figure 4 shows a simplified example. Practical ades often include a gatekeeper with
gatekeeper registration. Also terminal capabiliggatiation, master-slave determination
opening of logical channels contribute to a sigwifit number of signalling message
exchange. Call set-up time can increases relatitieet amount of signalling. To speed up
H.323 call setup, a FastStart method has beeneatkiinH323 v2.

3.4.4Media in H.323

H.323 uses the IETF RTP and RTCP, for the medmspart. The H.323 signalling can
perform codec negotiations to find a suitable coldlebween endpoints. H.323 audio

codecs are specified in the ITU G.7xx series addwicodecs in the H.26x series.

3.4.5H.323 Versions

Numerous versions of H.323 have been released.clhent one is version 5. Full
backward compatibility is required by H.323 spexifions, but forward compatibility

may be an issue between versions and might regrotecol conversion.

3.5MGCP

MGCP stands for Media Gateway Control Protocol sgmecifies a method for controlling
media gateways from external call control elemealted media gateway controllers or
Call Agents.
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A media gateway typically provides conversion betwéehe signals carried in a circuit
switched network and packet networks. A media gayeanly processes media and not

signalling [And03].

3.5.1MGCP Architecture

MGCP assumes a call control architecture where#fiecontrol “intelligence" is outside
the gateways and handled by external call conteshents known as Call Agents. MGCP
assumes a connection model where the basic cotsstite endpoints and connections.
Endpoints are sources or sinks of data and camysqal or virtual. A physical endpoint
is for example an interface on a gateway to a PSWch. An example of a virtual
endpoint is an audio source in a media server. [pl@snof connection are the
transmission of a RTP media stream over IP, orstragsion of a TDM signal in the

backplane of a TDM switch.

MGCP is defined in an informational, non-standdd@F document, RFC 3435, which
obsoletes an earlier definition in RFC 2705. MGEhiended to be an internal protocol
used within a distributed system that can appedhdooutside world as a single VolP
gateway. The approved IETF protocol for the samgpqae, although not as widely
implemented as MGCP, is Megaco, defined in RFC 3015

3.6 MEGACO / H.248

Megaco or H.248 is a Media Gateway Control Prot¢Cole00] designed for control of
elements in a physically decomposed multimediavgaeenabling separation of call
control from media conversion. Megaco is a restilpmt efforts of the IETF and the
ITU-T Study Group 16. Therefore, the IETF defineceddco is the same as ITU-T

Recommendation H.248.

The Megaco is a protocol used between elementpbysically decomposed multimedia
gateway. There are no functional differences frogystem view between a decomposed

gateway and a monolithic gateway [Cue00].

Megaco addresses the relationship between the Mediaway (MG), which converts
circuit-switched voice or other media to packetduhsraffic, and the Media Gateway
Controller (MGC), sometimes called a call agentsoftswitch. The MGC implements
call processing and service logic while the MG ieménts media processing. Figure 5

shows a decomposed gateway.
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Figure 5 A decomposed gateway

Megaco Connection Model

The connection model for the protocol describesltigical entities, within the Media
Gateway that can be controlled by the Media Gate@mamtroller. The main abstractions

used in the connection model are Terminations amuexts.

A Termination sources and/or sinks one or moraeastiee In a multimedia conference, a
Termination can be multimedia. This means, it cauree or sink multiple media streams.
A Context is an association between two or moramimations. The Context describes
the topology (who hears/sees whom) and the medianghand/or switching parameters
if more than two Terminations are involved in tlss@ciation. For example two endpoints
sending and receiving media can be terminationsaantkdia session between them is
described by a context. Contexts are created dedsed by the MG under command of
the MGC. A context is created by adding the fiesintination, and it is released by

removing (subtracting) the last termination [Cue00]

The Megaco protocol provides commands for manimgathe logical entities of the
connection model. contexts and terminations [Cuel@f commands and descriptions

are listed in Table 2.

Add The Add command adds a termination to a confEx¢ Add
command on the first Termination in a Context igdigo
create a Context.

Modify The Modify command modifies the propertiesyents and
signals of a termination.
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Subtract

The Subtract command disconnects a Tetiminérom its
Context and returns statistics on the Terminati
participation in the Context. The Subtract commamdthe
last Termination in a Context deletes the Context.

DN'S

Move

The Move command atomically moves a Termimatio
another context.

AuditValue

The AuditValue command returns the cotrestate off
properties, events, signals and statistics of Treations.

AuditCapabilities

The AuditCapabilites command urels all the possibls
values for Termination properties, events and $ggakowed
by the Media Gateway.

D

Notify

The Notify command allows the Media Gatewayinform the
Media Gateway Controller of the occurrence of eseéntthe
Media Gateway.

ServiceChange

The ServiceChange Command allowM#wga Gateway td
notify the Media Gateway Controller that a Termioator
group of Terminations is about to be taken outesvise or
has just been returned to service.

Table 2 Megaco commands
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3.7 Real-Time Transport Protocol

Real-Time Transport Protocol (RTP) is defined byCR¥550. It is designed to carry real-
time traffic across IP networks. RTP does not mewvany quality of service over the IP
network. This means, that RTP packets are hantlledsame as other packets in an IP
network. However, some of the impairments, sucpaket loss, jitter, out of sequence

packets and asymmetric routing, can be detectéd{i]o

RTP is an application layer protocol that uses UDPtransport. RTP includes a bit-
oriented header similar to UDP and IP. RTP wasghes! to be very general. Most of the
headers are only loosely defined in the standaml thie details are left to profile
documents. The RTP specification defines a RTP emiop protocol called the RTP
Control Protocol (RTCP). It allows participantsan RTP session to exchange quality

reports, statistics and some basic identity infaioma

RTP is the dominant protocol to transport real-timaltimedia in IP networks. All

signalling protocols in this thesis utilize RTP.
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4 The Session Border Controller

The role of this chapter is to introduce the sesdiorder controller along with the
functions it performs. Deployment scenarios aresg@mnéed in order to show how and why

the functionality is used in IP multimedia netwarks

The session border controller (SBC) is a multi fiorc network element or a network
device used as one building block of real-time IBtimedia service platforms. It is a
relatively new concept when compared to other IRvokk elements, like routers or
firewalls. The concept of session border contra$ weesent on the Fall Voice on the Net

2002 conference agenda, but the first early SBEd#ivices emerged already in 2001.

The session border controller is not defined by simgle standardisation organisation
and SBCs are sometimes called session controlerder controllers, IP-IP gateways or

application routers.

IP Telephony and VolP are typical IP multimedia laggtions and SBCs are often used in
platforms implementing these services. SBCs areyekier, not limited to voice
communication solutions and can handle other inte real-time IP multimedia, such

as video conferencing and instant messaging (IM).

Carriers and service providers are the typical uusdrSBCs as they help to manage
operating services across the boundaries of admmitisee domains of IP networks.
Enterprises may use SBCs to manage IP multimedidictracross internal network
boundaries, or more commonly at the edge of therprise network and the Internet

service provider network.

IP multimedia services can be implemented usingrsg¢\standard protocols. Common
protocols are H.323, SIP and MGCP. Typical SBCsinterface with multiple protocols

simultaneously and all vendors appear to supp®tt Sl

SBCs operate on the session layer (layer 5) anghicaress both signalling messages and
media streams in the context of communication eassiThey provide layer 5 control

and management in the network, which is beyondtige of routers and firewalls.
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SBCs have emerged to fill in some of the gapsdpéin by protocol standards that make
it difficult for service providers and enterprigesimplement IP multimedia services. The
development of SBCs is mostly industry driven, Birice late 2004, there has been

emerging activity in the IETF on the SBC.

4.1 What Problems Does a SBC Address?

Session border controllers are usually locatedetwaork borders. The border can be the
boundary between administrative domains, or a bagndf domains defined by

technology related criteria.

Common administrative domain borders are bordetsvdsn two different network
operators, between a network operator and a sepvimédder, between service provider
and an enterprise, or service provider and res@leiometimes enterprises peer directly

with each other, forming an administrative border.

Common technology domain borders are borders betwestworks using different
addressing such as public and private IP addrebkseiorks that use different versions
of the IP protocol (IPv4 / IPv6) form a technoldgyrder as well. Services using different
IP multimedia protocols such as SIP and H.323 foorders. Likewise services using
different variants of the same IP multimedia staddasuch as IETF SIP and 3GPP SIP

form technology borders.

The above two domains, administrative and technglogn also overlap simultaneously:
For example two peering VolP network operators Al @& might be using different
signalling protocols in their network. One mighteuSIP and the other H.323, thus
forming a non-interoperable technology border. Bmdther hand, the network operators
A and B are separate companies belonging to diffeaglministrative domains. This

results in security and commercial requirementsrftarconnecting A and B.

Also a more future scenario can be seen in a finebtlile convergence case between 3G
mobile services and Internet services. 3GPP IMSniRtimedia services are heavily
based on IPv6. The Internet is mostly an IPv4 nekwin order for a mobile service
provider C and an internet service provider D ttalggsh service interoperation, both

administrative and IP protocol version related éssim SIP service must be solved.
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A traditional solution to solve the inter-domairsugs is to use back-to-back IP-TDM
media gateways at each network domain border. Aghahis solution provides some
level of control and protection between domaing)sb has serious drawbacks. To begin
with, the solution is limited to voice services ypnNo other IP multimedia services can
be implemented this way. The method of terminatimg|P/RTP encapsulated packet
voice media stream and converting it into a syncbus TDM signal and then back to
IP/RTP stream introduces additional delay. The TPaft of the solution can typically
only handle only G.711 signals and this leads &r#éguirement to transcode the media
stream in one or both of the media gateways. Taatisg is needed if common
compression algorithms, like G.729 are used indR pf the call leg. Each transcoding
step adds distortion and delay to the signal, loweraudio quality and harming
conversational quality. Transcoding requires DSBit@ signal processing), which adds

cost to the implementation.

Firewalls are the typical network elements impletimen security policy for an

administrative IP network domain. VolP and otheteiactive IP multimedia traffic

require real-time packet delivery: short delay, lgtter and low packet loss end-to-end.
Traditional data firewalls are not designed for+t@ae applications. Among other issues
they have difficulties coping with NAT and IP matiédia protocols. NAT is required for
service interworking across private and public dérassing. Traditional firewalls that are
not designed for SIP or other multimedia protoamded require that some well-known
ports be opened for the signalling. In additiorthte well-known ports however, a broad
range of UDP ports must be permanently openedhiniRTP media streams in order for

the service to work. This essentially leaves thenfall open and is not really secure.

Firewalls that include ALGs (Application Layer Gatgys) for SIP or other relevant
protocols used solve the issue of permanent openraonges that traditional firewalls
cannot handle. The ALG approach works by interpgetine signalling to determine
which ports need to be opened for each communita&ssion. This also makes it
possible to close the opened ports, when the sessids. Firewalls offer only a partial

solution to the network border issues, leaving nobshe issues unsolved.

The session border controller network element pagad from the need to solve the
domain border issues in order to implement robust emanageable IP multimedia
services by carriers, service providers and ernsagr Many of the requirements

emerging from the inter-administrative and techggldorders are left open by the
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standards. If unsolved they form a technical olstaor practical, commercial

implementation of IP multimedia services on a lssgale.

4.2 SIPPING SBC Definition Approach

The above domain border cases generate severakigsisolve. One way to categorize
them is presented by a draft [Cam05] by IETF SIRPINorking group. This draft
document lists three groups: Perimeter defenceg¢tiamality not available in endpoints

and Network management.

4.2.1Perimeter Defence

Perimeter defence includes dealing with issuesta@léo protecting and securing an
administrative domain from neighbouring, intercocted administrative domains. Issues

in this group are:
» Access control
e Topology hiding
e DoS prevention

*« DoS detection

4.2.2Functionality Not Available in Endpoints

Functionality not available in endpoints means ské of functions that is required or
desired in deployment of a service, but is not edhby available standards based

implementations. Functionality in this group is:
* NAT traversal
* Protocol interworking

* Protocol repair

4.2.3Network management

Network management in this case focuses on theirealrequirements of the interactive

IP multimedia communications.
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» Traffic monitoring
e Traffic shaping

¢ QoS

4.3 Industry Centric SBC Definition Approach

A slightly different, more IP multimedia industnemtric approach [Tel03] defining the
role of session border controller and the probléraddresses starts with the definition of

the concepts of session, border and control ircdiméext of IP multimedia.

Session Any real-time, interactive voice video or multidia
communication using layer 5 IP signalling protocsixh as SIP, H.323,
MGCP or Megaco/H.248

Border. Any IP-IP network border between two service jmlevs or

between a service provider and its end user custsuatscriber.

Control.  Functions spanning security, service assurancd &&w

enforcement requirements.

This approach focuses on the above control funstisecurity, service assurance and law

enforcement requirements

4.3.1Security

The security functions aim to protect service isfracture and customer supplier
relationship from attack. IP networks suffer frontaak of trust on the network layer. A
service provider must allow authorized users itdanetwork and concurrently shield the

service infrastructure from Denial of Service dtmc

The IP multimedia service infrastructure may canefsa large number of devices like
softswitches, SIP proxies, H.323 gatekeepers, mgaieways, application servers, etc.
SBCs can be used on the infrastructure borderrfiteption by only allowing access and
traffic from authorized users to the service platfoA SBC uses provider’s signalling
infrastructure to control network access basedagerl5 signalling messages instead of
for example the layer 3 IP addresses. When commatioitis authorized for example by
successful SIP registration, the SBC allows theienstteams in and out by opening and

closing firewall pinholes.
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Service providers and carriers may also want te lige actual implementation of their
service platform and network topology from the aigsworld for security and business
reasons. SBCs can implement topology hiding sodhdtaffic to and from the service
platform appears to flow via the SBC making theos network elements of the internal

infrastructure invisible from the external netwarks

SBCs are used to protect the service infrastrudtora overloading, by limiting the rate
of incoming signalling messages to a configureduealln the case a softswitch for
example, that is able to handiealls per second, before overloading, the SBCGantfof

the platform can begin to gracefully reject newuesis when a set threshold is exceeded.

Virtually all enterprises and many consumers usanmMalls to protect their premise-based
equipment, like workstations and servers. Firewhlisvever present a problem to IP
multimedia services. Protocols like SIP, H.323 dbwork across a firewall or NAT by
default. SBCs offer various methods for NAT aneiall traversal. Some methods do
not require any new customer-premise equipment anfiguration. This helps the
enterprises or consumers maintain a secure firamaliguration, while getting access to

the services.

4.3.2Service Assurance, Revenues, Profit

In most IP networks oversubscription exists noyam the customer access link, but also
in many places of the network, like between DSLeascmultiplexers and the edge
routers. Oversubscription is natural to packet gnaission, but easily results in QoS
parameters delay, jitter and packet loss, not Isleitefor real-time interactive IP

multimedia applications. These applications requietwork QoS parameters to be
bounded to some application specific values. Tag lidelay, jitter or packet loss results

in low quality sound, or video or loss of inter&di in the service.

By utilizing SBCs it possible to change the wayltgae traffic flows in the network to
an overlay topology that is easier to control inme of QoS and traffic engineering for

the multimedia applications.

SBCs offer also admission control policies impletadron the signalling level to control
the number of real-time media streams directed paréicular network destination. This
makes it possible, not to exceed the network c@paeireal-time flows cannot be

oversubscribed without affecting QoS parametéks, piacket loss.
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SBCs offer session accounting and call detail ®@¢@DR) generation. This information
can be used for capacity planning and billing pegso The CDR information can include
QoS information in addition to the more traditioZDR information, like calling party,

called party, call duration, time of day, etc.

4.3.3Law Enforcement

In addition to the categories above, SBCs atteropsdive a group of requirements
emerging from national legal and regulatory demaiitiese requirements are dependent
on local legislation and regulation of nationalrearities. Typical requirements have to do
with assisting the authorities in the form of legakrcept and delivery of call logs. The
combined signalling and media routing features BICS can be used to implement
transparent duplication and routing of media stedm the authority’s systems. The
access control and network management performeblemsn¢éhe generation of call logs
with detailed information that is required for la@nforcement purposes in criminal

investigation process in most countries.

Also there are requirements for handling emergeadlg to emergency numbers, like 112
in the European Union and 911 in the United St&8&Cs can help in emergency traffic

delivery in congested networks.

4.4 SBC Deployment Scenarios

This chapter describes some scenarios, where SEBCeployed in production networks
today. This section is divided in two parts. Thestfitakes a look at carrier and service
provider deployments. The second focuses on the oA$SBC in the enterprise. The
scenarios presented here are the most typical fonesl on common network borders,

but the application of SBCs are not limited to theases.

4.4.1Carrier and Service Provider

Peering and Protocol Interworking Scenario

This case illustrates PSTN / PLMN origination, taration and IP transit in a carrier-to-

carrier IP interconnect scenario.
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In this example there are three operators A, B @nthvolved. Each of them has
connectivity to the PSTN or PLMN and to IP netwo@perators A and B have a SIP
based infrastructure. Operator B has H.323 baskdsinucture. Switching function is

represented in Figure 6 by softswitches (SS) atekgaper (GK).

= = Signalling
Media

Figure 6 Three operator peering scenario

In Figure 6 operator A is peering with two otheergiors, operator B and operator C. It
is using a SBC, that supports SIP and H.323 andusecof this it has connectivity to
both B and C.

Operators B and C do not have a SBC in their ndtsvoFhey cannot exchange traffic
directly with each other because they are usingmift protocols in their infrastructure,

and have no network element to perform protoc@rimbrking.

Operator A could operate as a peering point andresit operator for B and C, as it can
support for SIP and H.323.

In the case of operator A, all signalling and mesti@ams are terminated in the SBC on
the border of operator A IP infrastructure. Thesintl topology, the IP addresses or the
number of distinct media gateways or softswitchesdt visible outside. Traffic is

allowed to flow in and out of A’'s network under teentrol of SIP signalling by the
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softswitch. This protects the infrastructure fromauthorized use and DoS attacks. Only

authenticated and authorized sessions from B aack @llowed in.

In the case of operators B and C, their internfabgtructures are visible outside of their
network domains. Modifications to the internal tlgmy, like routing, IP addressing and

number of network elements are visible to the detsvorld.

Even though operators B and C do not utilize SB€Cgheir network, in a practical
implementation they might be using static accesstrob lists (ACL) in firewalls or
routers, to limit access to the needed networksh s the IP address space of operator
A. This offers some level of protection, but leatles system open for distributed denial
of service attacks utilizing IP address spoofingeging the ACLs up-to-date can also

present a management challenge.

Data Centre Scenario

This scenario applies to service providers offerily multimedia communication
services, like voice services, multimedia confeiregor collaboration services, hosted IP

PBX, etc. from their data centres.

In this example there are four parties involvede TR multimedia application service
provider, two enterprises, Enterprise A and EnteepB, using different kind of business

communication services and a residential customer.

The Enterprise A is using a business communicaservice sometimes called “IP
Centrex”. This means, that the basic telephony isenalong with other business
applications, like conferencing, voicemail / unifienessaging or presence services are
provided by the service provider from the netwcdrke application servers used in the
implementation are located in the providers hostamlity. Enterprise B is running its
own enterprise communication service, sometimezrmed to as IP PBX. It uses services
from the service operator to connect the enterpnastructure to the rest of the world
in order to e.g. make and receive calls from théilametworks and the PSTN. This is
analogous to using E1 based 30B+D ISDN TDM subsonp from traditional service
providers. The residential customer is using IP momication services with a consumer

oriented feature set, like voice and video catistant messaging and presence.
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Figure 7 Service provider offering IP multimedia senices

In this scenario shown in Figure 7, the SBC locatethe edge of the operator’'s service
production network has two main roles: One for #leevice operator and one for the

customer side of the network.

The main role for the operator is to implement peter defence. This means protecting

the service production infrastructure from extemetivork treats.

The second main role is to enable simple and semaess between the endpoints located
in the three customer networks and the serviceigeos platform. Issues in this area

include manageable customer firewall and NAT traakr

In this scenario all IP multimedia traffic betwette customers and between a customer
and the service provider flows through the SBC.sTiiakes customer firewall rule
configuration simple. The SBC can be configuredh@ssource and destination of all IP
multimedia sessions in the customer firewall. Isade to assume that the SBC can act as
a trusted node for most customers, because in dodex session to be allowed by the
SBC, it has to be authenticated and authorized hey Service provider’'s signalling
infrastructure. This is analogous to authenticatdérother subscription-based services

found in mobile and PSTN networks.

In a case without SBC the customer firewall wouddhdnto accept traffic flows from all

the IP addresses, the customer wants to communigditeThis means either opening up
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the firewall for all IP addresses of listing alettrusted addresses or networks. The first
option is insecure and the second unmanageablendoe than a handful of endpoint

addresses, not to mention the impact of endpogtigld non-static IP addresses.

This scenario description focuses on security ssuéhe SBC can perform other
functions described later in Chapter 5 of this idsut they are not elaborated here, as

the above is sufficient in the scope of this chapte

4.4.2Enterprise

The previous scenarios focused on the deploymeBB&@s from service provider point
of view. Enterprises use SBCs to address secuwstyes and problems created by the use
of private IP addresses and NAT. The following dgptent example is focused on the

enterprise.

In this example, shown in Figure 8, there are tlpaeies involved. The Enterprise A is
central in this case. It utilizes a SBC for dirpetring with another enterprise, Enterprise
B. The SBC allows control over how much topologfoimation is visible between the

peering organisations and provides protocol inteking.

Enterprise A

IP Multimedia
application
service operator

Enterprise B

— — Signalling
Media

Figure 8 SBC deployed at the border of an enterprisaetwork
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5 SBC Functionality and Relationship to the Standards

This chapter reports the practical work done. Th@sen method is identifying, analysing
and comparing the functions of SBC to the functispecified in the standards. This is

the main goal of the thesis.

This chapter takes a look at the elementary funstgerformed by a SBC. Functions are
described briefly along with the implementation. xNerelevant standards based

implementations are described.

Also non-standard functionality is handled whereniified. Analysis and interpretation

of the SBC vs. standards will be presented.

The secondary goal of this thesis, which is to wtilne role of SBC in communication
infrastructures of different standard making orgations, is done in the second half of

this chapter.

5.1 SBC Architecture

The session border controller and its functionsratedefined in any single standard and
the functions vary from vendor to vendor. The amatiure descriptions available in
vendor product literature vary in the level of dletand focus of different aspects. This
section presents some rough architecture desariptivailable form the vendors. Also
one high level model discussed in an IETF SIPPINGking group draft is presented.
These models are summarised and enhanced to faemaulgeneric reference model for
the purposes of this study. This model is presetateshable viewing the SBC in a vendor

independent manner and from several points of view.
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5.1.1SBC Architecture 1
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Figure 9 SBC architecture

The architecture description [Com04] in Figure Tuses on protocol interworking
between H.323 / SIP and NAT/Firewall traversal. Thh® media paths in Figure 9
represent two scenarios. The direct RTP mediaipaised, when the H.323 and the SIP
endpoint can communicate directly. The media ph#iseen the endpoints and the SBC
media firewall represent a NAT/firewall traversaknario, where the endpoints can not
reach each other due to firewall policy or NAT lgeimsed, but can be reached by the
SBC NAT/firewall traversal.

The H.323 gatekeeper implements the functionatitynterface with H.323 end points.
The H.323 signalling takes place between the H8#Bpoint and the gatekeeper module
in the SBC.

The SIP proxy module implements the functionalityriterface with SIP end points. SIP
signalling takes place between the SIP end poiatla@ SIP proxy module in the SBC.

The H.323 and SIP interworking function (IWF) trktes between the protocols and thus
provides routing services between H.323 and SliicdsvWhen calls are placed between
an H.323 and a SIP device, the SBC views each asltwo legs: an ingress leg

terminating on the IWF and an egress leg the IWegges based on the protocol used

by the destination.

The media firewall provides security and contralsess to a provider's network.
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5.1.2SBC Architecture 2
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Figure 10 SBC architecture

This architecture description [New05] focuses onTN#aversal and isolation between

the service provider network and the client sideeas network.

In Figure 10, the Signalling Proxy acts as a SIBB2& (Back-to-Back User Agent). It is
configured as a transit point for SIP signallingsseges between the client (User Agent)
and the Call Agent (and vice versa). In this wayaadts as a proxy for both client and

server. All signalling messages pass through it.

The Media Proxy operates under the control of tigmaling Proxy to provide a transit
point for RTP and RTCP media streams between Ugenis. All media is directed to
the Media Proxy. The Media Proxy can also perfor&PN (Network Address and Port

Translation).

The Signalling Proxy and Media Proxy exchange mi@tion using an internal

Megaco/H.248 protocol.
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5.1.3SBC Architecture 3
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Figure 11 SBC architecture

Figure 11 describes a proposal for SBC architectiel®05]. It resembles the previous
one, but has more information on the internal stm&cof the Signalling Proxy and the
Media Proxy. Also this architecture decomposesdigmalling and media planes into

different entities, suggesting a possibility fadiatributed architecture.

The SIP stack provides the SBC with the basic eingedecoding capability to parse the
SIP messages. A UA Toolkit, positioned on top & thasic SIP stack, facilitates call
object level operation by the application (heree 8P Controller). The UA Toolkit

relieves the application of functions such as padilbn of basic SIP procedures and

semantic validation, in addition to syntactic vatidon of SIP messages and parameters.

The SP Controller acts as a routing entity for 88 messages exchanged between the
Call Agent and the User Agent. The SP Controllgrrimary responsible for channelling

SIP messages received from the Call Agent to tReuSér and vice versa.

The MEGACO stack on the signalling proxy side s hiterface to the media proxy side.
The signalling proxy commands the media proxy td, adodify, or subtract RTP/RTCP

sessions.
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The MIDCOM Controller analyzes the SDP payload he tSIP message and sends
corresponding MEGACO control commands to the Prideglia Gateway via MEGACO

stack.

The Proxy Media Gateway acts as a 'Middlebox' iseltin the MIDCOM architecture.
The Proxy Media Gateway analyzes the RTP/RTCP gtk IP Address sent by the
Signalling Proxy, opens/closes the correspondirggspand then returns a new SDP back
to the SIP proxy containing the addresses and pedd by the Proxy Media Gateway for

the current session.

5.1.4SBC Architecture 4
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Figure 12 SBC architecture

The logical architecture in Figure 12 is used inl@amF SIPPING working group draft
[CamO05] document discussing the functions of curBBICs. This architecture resembles
the two previous ones described, but has lessl|.detes logical structure is the same as in
2 and 3.

5.1.5SBC Reference architecture model

As can be noticed from the above models, the arctite descriptions available in

vendor product literature and the IETF draft docotsevary in the level of detail and

focus on different aspects. The diversity of log@mechitecture models makes analysing
the SBC difficult.

In order to have a single point of reference f@& purposes of this thesis, the following
logical architecture model is defined. Its goalddescribe sufficient building blocks for
approaching the SBC in a generic way. This modedsdoot describe directly any
practical real-world implementation. It is presehteere in order to help the reader

visualize and understand how the functions perfdrimea SBC might be achieved. The



model is a generalization based on models fronfdh@wing sources [CamO05], [Tel03],

[NewO05], and [Fle05].
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Figure 13 SBC reference model

The dotted lines in Figure 13 represent a contedhtionship between Core SBC
application and the functional modules. The daslimesl represents signalling and the

solid lines media flows.

In typical cases, like the ones described in depkyt scenarios, SBCs are located at the
border of two networks. The network interfaces hesveare not included in Figure 13

describing this model.

Signalling Processing

This module handles the signalling protocol procgs$or the communication sessions,
in which the SBC participates. It contains sigmgflistack implementations for all the

supported protocols, like SIP and H.323.
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This model assumes, that all non-SIP signallingquas are first mapped to SIP via a
protocol specific interworking function (IWF) betfurther processing. By making this
assumption it is possible to limit the analysistloé SBC functions to SIP only, while

maintaining the multi-protocol nature of most SB@plementations.

Media Processing

This module handles media processing related tocttmemunication sessions flowing
through the SBC. The Media proxy implements tertimomaand regeneration of media
streams. The transcoding module implements inteatipg between different media
coding formats. This is done by first decoding itmoming media stream using its native

format and then re-encoding it using another format

IP Stack

IP stack contains the implementation of the TCRitBtocol. A dual stack is used for

interfacing to both IPv4 and IPv6 networks.

Firewall

The firewall module implements traffic managemenindtions by allowing and
preventing communication using packet filtering fpened under control of the Core
SBC application. In this model traffic shaping andrking are placed inside the firewall
module. Traffic shaping performs rate limiting aimer-packet delay normalizing for
ingress and egress traffic. Packet marking perfogo$ marking of egress traffic, to

enable proper treatment in the external transpaiwork.

SBC Core Application

The SBC Core Application is the most complex pdrthe model. SBC devices can
operate from the SIP point of view as proxy, B2BW#A,a hybrid of both proxy and
B2BUA. This functionality is implemented in this ael by the SBC core application.
This module is also responsible for coordinating tiverall operation of other modules:

Signalling processing, Media Processing, IP Stackthe Firewall.



45

5.2 Session Border Controller Functions and Implementabn

This section and the subsections deal with the ngaial of this thesis: What SBC
functionality is standard behaviour and what is -standard? The functions are first
identified and then each function is described glafth motivation why the function is

performed.

The IETF draft [CamO05] lists the following SBC fuimms. SBC vendor material lists
additional functions and both are presented in &&blA summary of vendor material

used is presented in Appendix A.

SBC functions by IETF Additional functions in venda material
Access control Call Admission Control (CAC)
Topology hiding DoS detection and prevention

Traffic monitoring and shaping and Qo$ Overload prevention

marking
Protocol repair Media Transcoding
Protocol/profile interworking Law enforcement, egency traffic

Transport protocol interworking

NAT traversal

Table 3 SBC functions

The functions from both sources above are discuisstds thesis. However, as the SBC
concept is not specified by any universally acogtefinition, the list of functions is not
complete. Devices under the name of SBC, or iteatians might perform functions, not

listed above.

5.2.1Access Control

The access control function makes it possible tatrob gaining access to the services
provided by the service platform. The decision @ging or denying access can be based

on IP addresses or address ranges, like traditibreaballs, and this kind of static
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filtering is implemented as an administrative t&skSBC configuration. In addition to
static firewall configuration, SBCs typically implent access control based on
signalling. This means, that access to the platfoeimnd the SBC may be controlled and
granted only if the endpoint that is the sourcéhefsignalling messages can successfully
authenticate itself. The authentication mechanismspecific to the signalling protocol
used. SIP, H.323 and MGCP protocol specificatiopscly the methods for each

protocol.

5.2.1.1Access Control Approaches

Access control by filtering IP traffic can be agglionly to the signalling, or to both the
signalling and the media. If it is applied only ttee signalling, then the SBC can be
thought to operate as a proxy server. On the dihad, if access control is applied to
both the signalling and media, then the SBC caithbaght to operate as B2BUA and
media proxy. A key part of media-layer access @ing that only media for authorized

sessions is allowed to pass through the SBC.

If the access control is applied to both signallamgl media, then firewall pinholes are
dynamically opened and closed for media and awedrsignalling after authenticating
with an external signalling node. This helps toitlinthe traffic entering the service
platform to flows generated by authenticated enaigpithus limiting the impact of

denials of service (DoS) and other network basedtlet

In both of the cases, proxy and B2BUA, the SBC sdedhandle every single signalling
message. This function has scalability implicatidnsaddition, the SBC is a single point
of failure from the architectural point of view. k\a current SBCs, however, have

redundant configuration, which prevents the lossatis/sessions in the event of a failure.

The nodes used as the sources of access contsohation can be SIP proxies, registrars
or H.323 gatekeepers in the service platform. Thaye to be trusted by the service

provider to contain correct information and configfion [Jun05].

The signalling based access control function caradldeved by co-operation of the
firewall packet filter module, the signalling presing module and the core SBC

application.

The following Figure 14 shows a successful redistmaexample with SIP [Joh04],
[CamO05].
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Access Network Service Provider Network

SIP User Agent Registrar

Figure 14 User Agent registration

1. SIP User Agent sends REGISTER request to the SBC

2. The SBC modifies the REGISTER request by inseriisgjf to the path header
field, or modifying the original UA Contact headield to point at the SBC
instead of the original. Then the SBC sends theifieddREGISTER to the SIP

registration server, also known as a registrar.

3. The registrar responds to the SBC with SIP 200 @Kponse to indicate

successful authentication
4. The SBC responds to the User Agent with 200 OKarse

Before a valid authentication, the UA located ie thccess network has very limited
access to the service provider service platformvoed. It can only access the access
network side of the SBC. Access to the rest of teform is blocked without valid

authentication. Figure 15 below illustrates, how WA, SBC and registrar and other SIP

nodes in this example are located.

Access Network Service Provider Network

Proxy/Registrar
SIP User Agent

Iz

Figure 15 Network topology

The following call flow in Figure 16 illustratesdtcreation and teardown of a SIP session

with SBC in the path. A user agent A initiates slegsion creation and teardown.
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Figure 16 SIP session with SBC in the path

The following list explains what happens in Figlfe

1. The User Agent A sends an INVITE to the SBC with®ubxy-Authorization

header field
2. The SBC forwards the INVITE to the proxy server.

3. The proxy requires authentication, and respondk ¥@7 Proxy Authentication

Required response containing challenge information
4. The SBC receives the response and sends ACK tortixg

5. The SBC forwards the with 407 Proxy Authenticat®aquired response to the
User Agent A

6. The User Agent A send ACK to the SBC

7. The User Agent sends an new INVITE carrying thelengials to the SBC
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8. The SBC forwards the INVITE to the proxy server.
9. The proxy receives the INVITE with appropriate aetials

10. The proxy processes the entry matching its ownnreéaving the remaining
entries intact and forwards the INVITE to the UAgent B

11. The User Agent B responds with a 180 Ringing respda the proxy
12. The proxy forwards the 180 Ringing response t(SBE
13. The SBC forwards the 180 Ringing response to ther Bgent A

14. When the User Agent B answers the incoming call@ @K response is sent to

the proxy
15. The proxy forwards the 200 OK response to the SBC
16. The SBC forwards the 200 OK response to the Usenfg
17. The User Agent A responds with ACK to the SBC
18. The SBC forwards the ACK to the User Agent B

At this time both way media path is establishede €hll flow in Figure 16 shows two
media path cases. The first case illustrates dpgrat B2BUA with media proxy mode

and the second proxy mode.

In B2BUA mode, the media path setup is not endrd-e the SBC terminates both
media streams and bridges them. In order to tetmitiee media streams, SBC modifies
the SDP carried in the SIP messages to point &f itsstead of the original user agent.
The SDP is modified before forwarding it to theediion of the destination user agent.

The modification points are illustrated in the Figl6.

In the SBC reference model the SDP information &sspd from the Signalling
Processing to the SBC Core Application which immeis the B2ZBUA. The B2BUA
makes the SDP modifications and passes the infarmaback to the Signalling
Processing to establish the other SIP sessiondditien to the SDP modification, the
Media Proxy function is configured for bridging tfe two individual media streams

according to the SDP information.

In proxy mode the media path setup is end-to-ertdvdmn user agents and no SDP

rewriting is done. The SBC can either be in the imgath, or not. In a case where the
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SBC is in the path, access control of the mediabeadone. In this case the SBC merely
forwards the authorized RTP packets carrying thdiastream as a traditional firewall

would and drops the packets that have not beemazid.

In the SBC reference model SDP information is pdgsethe SBC core application,
which in this case implements proxy functionalily.this case however, no signalling
modification is performed. The SDP information &ed to open firewall pinholes on the

Firewall module in order to allow the RTP packeb&forwarded.
The User Agent A initiates the teardown of the iggss
19. User Agent A sends BYE to the SBC
20. The SBC forward the BYE message to the User Agent B
21. The User Agent B responds to the SBC with 200 OK
22. The SBC forwards the 200 OK response to User Agent

When the session ends, the SBC removes the medgifly configuration of B2BUA
mode or the firewall pinholes created in proxy mobHem an access control point of
view, the access of User Agent A through the SB®lagked until a new authorized

session is granted.

5.2.1.2Standards Based and Non-Standard Approaches

The implementation of access control function imrent SBC devices can be vendor
specific or standards based. The proxy based agprebere no SDP modification takes
place can be considered standards conforming,eifSBC acts as a proxy defined in
[Ros02]. If however the SBC operates in the roleStP proxy, but modifies SDP
information, as is the case in the B2BUA mode, tiperation is non-standard. SDP
modification is not allowed for proxies. If a SBE transparent to user agents, it should
not modify SDP.

Some SBCs utilize the MIDCOM [Sri02] approach fantrolling an external firewall.
MIDCOM stands for Middlebox Communication, and iy developed by the IETF
Middlebox Communication Working Group. MIDCOM seets enable trusted third
parties make policy decisions on behalf of the ausi entities participating in an

application's operation. The objective of the MID@Capproach to enable complex
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applications such as IP multimedia, through thedbeidoxes, seamlessly using a trusted

third party.

The trusted third parties in the case of IP muldiaeare the trusted signalling nodes e.g.
SIP proxies or registrar servers. The entitiesigpgting in an applications operation can

be e.g. firewalls protecting the service platforia@ervice provider.
The concept of a Middlebox is defined in [Sri0O2]falows:

A Middlebox is a network intermediate device thaplements one or more of the
middlebox services. A NAT middlebox is a middlelmoplementing NAT service. A
firewall middlebox is a middlebox implementingiedl service. Traditional middleboxes
embed application intelligence within the devicesapport specific application traversal.

Middleboxes supporting the MIDCOM protocol will bBele to externalize application

intelligence into MIDCOM agents. In reality, sometiee middleboxes may continue to
embed application intelligence for certain applicais and depend on MIDCOM

protocol and MIDCOM agents for the support of reniiag applications.

5.2.2Topology Hiding

Topology hiding means hiding information relatediriternal topology of a network or
service platform domain when observed from outsite domain. In order to hide the
internal topology, all IP packets emerging fromttlamain must have a source address
that belongs to the network element implementimpkogy hiding. In addition to the IP
addresses in packet headers, signalling proto@ty ¢opology information inside the
actual signalling messages. In order to keep thelégy hidden, this address information
must also be modified to refer to the border eldgraethe edge of the domain and not the

original source. [Jun05], [AcmO05].

5.2.2.1Topology Hiding Approaches

To implement topology hiding the SBC operates aBBR and media proxy terminating
all signalling and media streams on both sideshef horder. As the session is fully
terminated and regenerated on both sides, it isilplesto control all information
transferred in signalling. In the case of SIP ik&§ like Contact, Via, and Record-Route
contain topology information. The actual IP packgémerated have the address of the
SBC as well. The same is true for the media strehatsare terminated and regenerated
by the SBC.
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In the SBC reference model, the topology hidinglddae implemented in a similar way
to the B2BUA scenario of access control functiosaded previously in 6.2.1. In this
case, not only the SDP carried in SIP signallingmsdified by the SBC Core
Application, but also all address and routing edainformation carried in the SIP header

fields like Contact, Via, and Record-Route.

Access Network Service Provider Network

Proxy/Registrar

SIP User Agent

Media GW
App Server, etc.

Figure 17 Topology hiding

Topology hiding can result in completely rewritt8iP signalling messages. Figure 17
illustrates the signalling and media flows on bsidles of the SBC. Solid lines are media

streams and the dashed lines signalling.

The next example in Figure 18 shows two SIP INVIifiessages. The messages are
actually the “same” INVITE before and after prodgegsby a SBC performing topology
hiding. The first message is the original INVITEngeated by the SIP service platform
and the second one has been processed by a SB@patbgy hiding function.

It can be observed, that the two invites look gdiféerent. There are many modifications
in the message. One of the most apparent chandeatibeader field names have been
modified to compact SIP representation e.g. Vieosverted to v, Call-ID to I, etc. The
use of compact SIP is not related to topology lydiut is performed for other reasons.
The modifications directly related to topology Imgiare in the following parts of the
message: modification of SIP URI in INVITE, removaf Record-Route header,
modification of Via header, modification of Contabeader, modification of SDP

addresses.

No addresses of the original service platform aesgnt in the message headers or SDP

after topology hiding. Figure 18 illustrates this.
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INVITE sip:80.222.48.106:5060;transport=udp;ua=bcdf ch8a5c16502421cc0e9d941e53be SIP/2.0
Max-Forwards: 10

Record-Route: <sip:395231@69.90.155.70;ftag=9491923 7389882988;Ir=on>

Via: SIP/2.0/UDP 69.90.155.70;branch=z9hG4bKcc9c.08 55ddd1.0

Via: SIP/2.0/UDP 69.90.168.5:5060

Call-ID: 484992572@confl.conference.libretel.com

CSeq: 2 INVITE

From: "fwdusers@pulver.com" <sip:513@fwd.pulver.com >;tag=94919237389882988

To: sip:395231@fwd.pulver.com

Contact: sip:69.90.168.5:5060

User-Agent: eDial Server

Proxy-Authorization: Digest username="513", realm=" fwd.pulver.com", algorithm=MDS5, uri="sip:395231@fwd .pulver.com”,
nonce="42ffb9b9ddf1c6425d8f06933e425762aea88cal", r esponse="ed6811985d2642fbb1c9045e0984e931"

Content-Length: 208

Content-type: application/sdp

v=0

0=513 94919237389882988 1 IN IP4 69.90.168.5
s=phone-call

c=IN 1P469.90.168.5

b=CT:1000

t=00

m=audio 12004 RTP/AVP 0 101

a=rtpmap:0 PCMU/8000

a=rtpmap:101 telephone-event/8000

a=fmtp:101 0-15

INVITE sip:395231@192.168.0.37:5060 SIP/2.0

v: SIP/2.0/UDP 80.222.48.106:5060;branch=z9hG4bK-bd ffbc418aaa30fb0854fb54b72b0155
f: "fwdusers@pulver.com" <sip:513@fwd.pulver.com>;t ag=94919237389882988

t: <sip:395231@fwd.pulver.com>

i: 484992572@confl.conference.libretel.com

CSeq: 2 INVITE

Max-Forwards: 9
m: <sip:e07d8890de5d57c02e0f9b854edff3fd@80.222.48. 106:5060;transport=udp>
Proxy-Authorization: Digest username="513", realm=" fwd.pulver.com”, algorithm=MDS5, uri="sip:395231@fwd .pulver.com”,

nonce="42ffb9b9ddf1c6425d8f06933e425762aea88cal", r esponse="ed6811985d2642fbb1c9045e0984e931"
User-Agent: eDial Server
c: application/sdp
I: 204

v=0

0=513 586782316 1 IN IP4 80.222.48.106
s=phone-call

c=IN_1P4 80.222.48.106

b=CT:1000

t=00

m=audio 49186 RTP/AVP 0 101
a=rtpmap:0 PCMU/8000

a=rtpmap:101 telephone-event/8000
a=fmtp:101 0-15

Figure 18 SIP INVITE before and after topology hiding

Without topology hiding many of the endpoint IP ezkbes in the service provider
network would be visible to the user agent locateithe access network. Some addresses
might be visible directly as session and media iteation addresses. Some addresses
could be seen by looking at the SIP header fieddgived by the user agent. Topology
hiding limits the visibility of internal structuref the service platform to the addresses of
the SBC. This is desired by some service provider®rder to protect the service

platform from DoS attacks, or for commercial reason

5.2.2.2Standards Based and Non-Standard Approaches

Topology hiding function is based on the B2BUA ogpicdefined in SIP [Ros02]. The
SIP specification does not define the topologyradiunctionality, but only the concept

of B2BUA as being a concatenation of a UAC and UAS8other RFC in the category
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Best Current Practice [Joh03] describes a seskiongh a SIP application layer gateway
(ALG). This section mentions the use of B2BUA astd an anonymizer service, in

which all identifying information of the calling gg would be removed. This is roughly
equal to SBC topology hiding functionality, but tH€TF material does not specify what

the anonymizer service is allowed or not to do.

A 3GPP technical specification IP Multimedia Calbr@rol Protocol based on Session
Initiation Protocol (SIP) and Session DescriptiamtBcol (SDP) [3GP05] describes a
function called Topology Hiding Inter-network Gateyv(THIG). This function is part of
the I-CSCF in IMS. The goal of THIG is similar thet topology hiding functionality
available in SBC devices in the sense, that it dithe configuration, capacity, and
topology of the network from the outside. No SB@d®&r material encountered explicitly
state support for IMS THIG.

Session border controller implements topology lgddy removing original header fields
and replacing them with addresses and pointindi¢oSBC itself, as described earlier.
THIG method on the other hand is based on utilizirgder encryption. This method is
described in [3GPO05]. Header fields which are ajablie for THIG are encrypted as
encryptedtoken@mydomain and inserted in the messdte the following extra

parameter: tokenized-by=mydomain.

5.2.3NAT and Firewall Traversal

The NAT and firewall traversal is one of the mostnplex areas of SBC functionality.
The background of the complexity comes from the Ineimof different possibilities in
NAT and firewall configurations, different deploynmtemodels of the service platform

and variation in UA configuration and functionality

The ultimate goal of SBC NAT and firewall traversial to enable two users to
communicate regardless of network topology or gamfition. Issues in this area concern
the presence and type of NAT, firewalls and thewll policies. Communication should
be achieved without major reconfiguration or upgsadf network elements or violation

of existing security policies implemented by firdlsa

IP multimedia protocols must carry IP addressesnaio names and ports in their
signalling messages to describe the sessions threycantrolling [Ros00]. The port
numbers used are often dynamic, like the UDP posed to carry RTP to establish

streams for audio and video. There are two coresi NAT and firewall traversal. The
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first is to enable the signalling to pass throughe second is getting the actual media

session that the signalling controls through.

The case of getting signalling through is affedbgdfirewall type, policy and NAT. IP
multimedia signalling takes place over TCP or URdpehding on the protocol. SIP can
use TCP or UDP [Ros02]; H.323 uses TCP for sigmgllising H.225 [KumO01]. MGCP
uses UDP [And03].

The media session traversal of NAT and firewakfiected by the same things as in the
signalling case with the exception that media tpanistypically takes place over UDP

and not TCP. This is true regardless of signalfimgtocol used.

The connection oriented nature of TCP and the adiomess nature of UDP require a
different approach for traversal. In general ie&sier to deal with TCP session opened
from inside the firewall to the public network telivknown signalling nodes, than it is to
the media streams, which may originate from anthefclients that are the other party of

communication. These clients are distributed arahedublic IP address space.
Problems related to NAT and firewall transfer enecirgm the following issues [Stu04]:
e Dynamic port allocation
« Embedding transport addresses in the message body
* End user private IP addresses

e Sessions initiated from the public network to a/ateé network

5.2.3.1Firewall Policies

A firewall policy can be implemented in an infinember of ways. From IP multimedia
signalling and media transport point of view, tladigy can vary from very permissive to
very restrictive. In the permissive case no speaiténtion or action is required to
traverse the firewall. In the restrictive casegwiall traversal might be completely
impossible. Most practical firewall policies can pesitioned in between the permissive

and restrictive end of the spectrum.

Typical firewall rules that the policies are builom allow or deny traffic based on IP

protocols like TCP or UDP, IP addresses, protoant pumbers and the direction of
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communication. Timers are also used to close letimnal communication sessions,

which have been idle for a time specified in thégyo

For the purposes of this thesis, the following agstions on generic firewall policy are

made.

To be able to establish IP multimedia sessionssacadfirewall, the following minimum

requirements must hold:

1. If TCP based signalling is used, it must be possiblestablish a TCP session for
signalling across the firewall by a client locatedhe internal network to a well

known TCP port in the signalling node located ia #xternal network.

2. It must be possible to deliver UDP packets acrbsditewall by a client located
in the internal network to a well known UDP port annode located in the
external network. Once the client has deliveredC®Ppacket to the node in the
external network, it is possible for that node &divcer UDP packets through the
firewall to the client at least using the sourcet @md IP address of the client as

the destination.

If these assumptions are correct in the networkeustudy, it is possible to implement

NAT traversal without modifying the firewall rulesing a reachable relay host.

If TCP session establishment, as specified in apgam 1, is not possible, no IP
multimedia signalling sessions using TCP can babdéshed. If no bi-directional UDP
traffic as specified in assumption 2 is possible, bi-directional signalling or media

transport flows can be established across the diitew

Internal network is the network behind the firewalid external the public untrusted
network. A firewall policy specifies how traffic mdlow between the internal and the

external network.

5.2.3.2Different Types of NAT

NAT implementations and configurations found in teva and firewalls vary. The
following treatment of UDP has been observed inlé@mgntations [Ros03]. The four

types of NAT observed are:

Full Cone: A full cone NAT is one where all requeeiom the same internal IP address

and port are mapped to the same external IP addresport. Furthermore, any external
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host can send a packet to the internal host, bglisgra packet to the mapped external

address.

Restricted Cone: A restricted cone NAT is one whareequests from the same internal
IP address and port are mapped to the same exi@raldress and port. Unlike a full
cone NAT, an external host (with IP address X) sand a packet to the internal host

only if the internal host had previously sent akgddo IP address X.

Port Restricted Cone: A port restricted cone NATike a restricted cone NAT, but the
restriction includes port numbers. Specifically, external host can send a packet, with
source IP address X and source port P, to theniaitdérost only if the internal host had

previously sent a packet to IP address X and port P

Symmetric: A symmetric NAT is one where all reqgsefiom the same internal IP
address and port, to a specific destination IP esfdand port, are mapped to the same
external IP address and port. If the same hoslissenpacket with the same source
address and port, but to a different destinatiogiffarent mapping is used. Furthermore,
only the external host that receives a packet ead & UDP packet back to the internal

host.

Determining the type of NAT is important, becauseorder to achieve NAT traversal

different approach may be needed in different cases

5.2.3.3NAT and Firewall Traversal Approaches in SBCs

Different SBC implementations approach the NAT éinelvall traversal problem using
standard and proprietary methods. Several stamdattiods exist in the form of RFC or
an Internet Draft. Some methods, like STUN [Ros68gr a solution for a limited
number of network configurations. Some like TURMN$§R3a] and ICE [Ros03b] provide
more complete solutions that work in nearly allesasbut introduce complexity. Using
STUN, TURN or ICE the standard way, explicitly ré@gs that the client application
implements support for it. As these methods areanglart of any of the multimedia
signalling protocols, their support by client apptions or devices varies greatly. SBCs
utilize these methods in different ways and in efiéht combinations to provide the

traversal functionality.

In addition to the standards, a SBC typically inmpéats NAT traversal in a proprietary
way too. One reason for this is the lack of climpport for the standard methods. This is

important, as typical service providers of IP nmkdia services would like to be able to
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reach as many users as possible using differeantchpplications and devices many
lacking support for the traversal methods. Anothesson behind using proprietary
solutions is the immaturity of the standards. STidNefined by a RFC, but TURN and

ICE are still evolving Internet Drafts.

The following sections describe the standard awgnpetary methods used for NAT and

firewall traversal by SBC devices.

5.2.3.4Standard Approaches to Firewall and NAT Traversal

The following sections presents the standards bappdoaches for NAT and firewall

traversal, that are found in SBCs

STUN

Simple Traversal of User Datagram Protocol (UDP)roligh Network Address
Translators (STUN) is specified by RFC 3489. Itald®es STUN in the following way:

Simple Traversal of User Datagram Protocol (UDP)rdigh Network Address
Translators (NATs) (STUN) is a lightweight prototiwht allows applications to discover
the presence and types of NATs and firewalls betwleem and the public Internet. It
also provides the ability for applications to detene the public Internet Protocol (IP)
addresses allocated to them by the NAT. STUN weitksmany existing NATs, and does
not require any special behaviour from them. Aseautt, it allows a wide variety of

applications to work through existing NAT infrastture.

Using STUN allows the client to discover the presemand the type of NAT in the
network between the client and the STUN server.liént can discover the mapping
between its private IP address and port and thécpifbaddress and port that is visible in
the public Internet. STUN requires that supportifas implemented in the client device

or application.

Typically, service provides operate a STUN servethie public Internet. These servers
can be located by clients using DNS SRV recordgumrying the provider's domain for

a service name “stun”.

When the application or device starts, the embe@®ddN client sends a STUN Shared

Secret Request to its server. The response fronséheer contains a username and
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password to be used in subsequent client-servememncation. This initial negotiation

of shared secrets is done using TLS over TCP amdsémver should present a site
certificate that the client can use to verify, titahas connected to the intended STUN
server. After obtaining the shared secret form $bever the client sends a Binding

Request to the server.

The discovery process of STUN consists of threts tasd is executed according to the
flowchart in specification [Ros03]. From the resujathered in the discovery process, the
client can determine the following information dmettype of NAT or firewall in the

network between the client and the server:
¢ On the open Internet

« Symmetric UDP Firewall — Firewall that allows UDRBtpand responses have to

come back to the source of the request (like a sgtmerNAT, but no translation)
e Full-cone NAT
» Restricted cone or restricted port cone NAT
e Symmetric NAT
e Firewall that blocks UDP

After determining the network environment, the STUent can obtain NAT/firewall
bindings for use with signalling and media transgor the IP multimedia application.
The Binding Request packets must be sent fromdheedP address that the client uses
for the IP multimedia application, because the porti address mapping between that

particular private IP address and public IP addiesshat is required for NAT traversal.

After receiving a Binding Request, the server saBidsling Response to the client. This
response contains the public IP address and porbeufrom which the Binding Request
was received. By combining the public IP address$ part information received in the

Binding Response with the private IP address amtithe client used when sending the

Binding requests a mapping between private andgatbtresses can be made.

The IP addresses and ports obtained with STUN lvam be used by other protocols for
getting UDP flows across NATs and firewalls. Instleese, IP multimedia protocols, like
SIP, MGCP and H.323.
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STUN server

NAT/FW

Private address domain Public address domain

Figure 19 A user agent establishing communicationssing STUN

In Figure 19, the User Agent A (UA A) is equippedhvSTUN support and resides
behind NAT. In order to communicate with UA B, gads an address, which is reachable
by UA B. In order to do this, UA A uses STUN to aiota public IP address and port that
it can receive packets from. Then UA A uses thdrass and port in the signalling to tell
UA B, residing in the public address domain, whersend its media stream intended for
reception by UA A (2). The media stream is estailelis(3).

However the binding acquisition of STUN does notkvior all NAT/firewall types. It
will work for any application for full cone NAT owl For restricted cone and port
restricted cone NAT, it will work for some appligats depending on the application. For
symmetric NAT, the binding acquisition will not woat all. Also, if there is a firewall
configured to block UDP, STUN is of no use. IP rimé#dia applications typically
depend on RTP/UDP for media transport, and blockidd® completely prevents media

streams form flowing between users.

TURN

Traversal Using Relay NAT (TURN) is specified by é&mernet-Draft [Ros03a]. It

describes TURN in the following way:

Traversal Using Relay NAT (TURN) is a protocol tallows for an element behind a
NAT or firewall to receive incoming data over TCPUDP connections. It is most useful
for elements behind symmetric NATSs or firewalld thiah to be on the receiving end of a

connection to a single peer.

Using TURN enables a client to obtain a transp@radldress and port from the public IP
address space, while residing in a private IP as$depace behind NAT. The TURN

server acts as a relay between two clients. ForesNiT topologies such as a client



61

behind a symmetric NAT or communication between tvger agents both behind port
restricted cone NAT, using a relay located in thbljg Internet is the only approach that

allows communication to take place.

TURN resembles the STUN protocol in many aspettasés same message syntax as
STUN, although it defines additional messages.aft ase a similar DNS SRV record
based discovery mechanism as STUN. The method gdtiating shared secrets for
authorized request and response delivery is idanicSTUN. TURN can be thought to
compliment STUN in order to create a complete smtuthat will work with all types of
NAT.

Although TURN will almost always provide connectiwio a client, it comes at a cost to
the provider of the TURN server. As turn operatesaaaelay for media streams, all the
active streams are routed through the TURN se@hout careful network design, this
may lead to sub-optimal routing and performancebleros. It is therefore desirable to
prefer other methods like STUN or direct connetfivietween clients over TURN and

use it only as a last resort.

When an application starts, it first discovers dldress of the TURN server. This can be
preconfigured or discovered using DNS SRV recofd$RkN uses a similar mechanism
for mutual authentication and integrity checkstioth requests and responses, as STUN.
Once the address of the TURN server is known tiemtchcquires a shared secret to use
and sends a TURN Allocate request to the TURN setaeresponse to this request the
TURN server returns a public IP transport addrBsgkets sent to this public IP address
are relayed to the TURN client by the TURN sertwwever, the TURN server will not
relay any packets to the client until the cliemidse a packet through the TURN server
towards a correspondent. To do that, a client send&JRN SEND command, which
includes a data packet and a destination IP addresport. The data packet encapsulated
in the message will be forwarded to the correspotisléP address/port and permission is
added for that destination. After this inbound amgtbound packets are permitted
between the IP addresses / ports of the correspboadd the TURN server. Only the first
data packet to the correspondent is sent encapdulathe TURN SEND message. Once
the correspondent’s address and permission islissiath in the TURN server, rest of the
communication between the client and the serverst@kace using regular unencaptulated
UDP/RTP packets.



62

As with STUN the IP addresses and ports obtaingd WJRN are then used by other
protocols for getting UDP flows across NATs an@ialls.

Private address domain A Public address domain Private address domain B

Figure 20 A user agent establishing communicationssing TURN

In Figure 20 above, the User Agent A (UA A) is gaped with TURN support and

resides behind NAT. UA B is also located behind NATt in another private address
domain than UA A. In order to communicate with eather UA A needs to know the

public address, that UA B can use to receive packent by UA A and vice versa. In this
example UA A uses TURN to obtain a public transpBraddress and port from a TURN
server (1). Then UA A uses this address and patteénsignalling to tell UA B where to

send its media stream intended for reception byAJ®). The media stream (3) in the
TURN case is not established directly between ther imgents as with STUN, but is
relayed by the TURN server.

ICE

Interactive Connectivity Establishment (ICE) is sified by an Internet-Draft [Ros03b].
It describes a methodology for NAT traversal forltimedia session signalling protocols,

such as SIP:

ICE makes use of existing protocols, such as Simmeersal of UDP Through NAT
(STUN) and Traversal Using Relay NAT (TURN). ICEkesause of STUN in peer-to-
peer cooperative fashion, allowing participants discover, create and verify mutual

connectivity.

ICE is a methodology to determine the best way stélgdishing connectivity through
NAT. ICE makes use of existing NAT traversal methdout uses them in a coordinated

fashion in order to avoid many of the pitfalls off using one of the methods alone.
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STUN and TURN are used by default, but it is pdssito use other methods via
extensions. ICE requires that additional capaegitare implemented in the multimedia

signalling protocols. This means modifying currenplementations.

For those protocols which make use of the Sessistiiption Protocol (SDP), the ICE
specification defines the necessary extensiongo&uts such as SIP and MGCP fall into

this category. Other protocols, like H.323 musimetheir own mechanisms.

The key assumption made by ICE is, that it cannotkin advance how to communicate
with any peer. This means, that in the beginnintping is assumed about the presence of
NAT or the four different types of NAT between ttleent itself and the other client that
it is connecting to. In ICE, the client initiatige session (e.g. calling party) is called the

Initiator. The client receiving the session requesialled the Responder.

Before establishing a sessions, the initiator oistaas many IP address / port
combinations, that might be potential points of tach to receive packets from other
clients, the responders. Any protocol or method phavides these points of contact can
be used. These include using STUN and TURN and awRAN. Also the local interface
addresses are used. For hosts with IPv4 and IP&b sfiack, local interface addresses
from both stacks will be used. The only requiremnisrhat, one of all the addresses has to
work for any responder it might communicate withisTaddress is used as a last resort or
used with a peer that does not support ICE. Suchdaiess, that always works is a
transport address obtained from a TURN server irggith the public Internet address

space.

After gathering the addresses, the initiator run§ST&N server on each address it
obtained. The potential transport addresses arertisld to the responder via ICE. The
responder then sends STUN connectivity checks ltdhal addresses. Information is
gathered from the tests and eventually one of tiet of contacts selected according to

local preference.

The ICE method is complex, but will result in thedextion of an optimal transport path
for the media. ICE addresses only the method oérdening best media path. NAT

traversal of signalling is not in the scope of ICE.
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MIDCOM

Some SBCs use MIDCOM approach for NAT traversa oecomposed implementation.

It resembles the MIDCOM approach of access contnothe case of NAT and firewall
traversal, the middleboxes are NAT devices andvhils. The corresponding middlebox
services in the case of NAT are the translatiolPohddresses and ports, and in the case
of firewall, the filtering and policing of trafficThe MIDCOM agent is an entity that is
tightly integrated with the application, like a ®vfitch or a SIP proxy. The agent
combines application awareness (information onajy@ication’s requirements for NAT
traversal for example) with the knowledge of theddiébox service or function. This
combination enables the agent to guide the operaifothe middlebox to enable the

applications IP packets to traverse the middlebox.

The agents communicate with the middleboxes usingdliebox communication
(MIDCOM) protocol.

The protocol between a MIDCOM agent and a middledtows the MIDCOM agent to
control how the middlebox performs its services. @& other hand the protocol allows
the middlebox to offload application specific presmg to the MIDCOM agent. As the
agent is integrated with the application itselisimuch easier to keep the function of the
agent up to date with the application, than it wida in a case when the awareness of the
application would reside in the middlebox itself. & nutshell, the MIDCOM protocol
allows the middlebox to perform its operation wilie aid of MIDCOM agents, without

resorting to embedding application intelligence.

The main motivation behind architecting this pratois to enable complex applications
through middleboxes, seamlessly using a trusted gharty, i.e., a MIDCOM agent and
without changing the application logic each timgvrapplications with new requirements

emerge.



65

Proxy / Softswitch

n LS
Signalling, e.g. SIP // @ AN Signalling, e.g. SIP
AY

N
N

f
! N
’ | MIDCOM '~
N
1
1
1
v

protocol

Media

User Agent

. . External
In private domain

User Agent

Middlebox

Figure 21 MIDCOM framework illustration with In-Path SIP Proxy

In Figure 21 the dashed arrow between the usertsiged the proxy / softswitch both in

the private domain and the external domain refea gignalling exchange between the
endpoints and the switching node. The arrow betwdenproxy /softswitch and the

middlebox refer to MIDCOM communication. The arrobestween each user agent and
the middlebox represent RTP/RTCP media traffic.

The Figure 21 could represent a practical exampieaase, where the application in the
softswitch has detailed information, such as IPreskbs and ports, on the media streams
that are needed for the application to functione MIDCOM agent residing within the
application passes this address information tanttdzllebox (e.g. a NAT firewall) using
the MIDCOM protocol. The middlebox uses the infotima delivered by the agent (a

trusted third party) to enable the media streamsired to traverse the NAT firewall.

Midcom must be considered work in progress, becassef writing this paper, the
MIDCOM protocol is yet to be devised. Some protsdohve been evaluated [Bar05] to
be used as the MIDCOM protocol. The protocols are:

e  SNMP

* RSIP

e Megaco [Cue00]
» Diameter

e COPS

Early MIDCOM implementations in SBCs [Jun05a], [N&va], [Fle05] use at least
Megaco / H.248 as the MIDCOM protocol.
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The diagram in Figure 22 shows message flows of S user agents communicating
via a SIP proxy. The SIP proxy is part of a signgllproxy, which also includes a
MIDCOM agent. The MIDCOM agent is connected to exqgrmedia gateway and acts as
a MIDCOM middlebox. The protocol between the agami middlebox is Megaco. The
SIP endpoints (user agents and proxy) communicsitgg USIP as usual. Ignoring the
Megaco messages in the diagram would result ipiadalySIP session setup and teardown

with a proxy involved.

The MIDCOM part of the call flow describes the eaobe of information enabling the
media flows to traverse the middlebox under thetrobrnof the SIP proxy. If the
middlebox in question is a NAT device, the Add nages create NAT mappings across
the middlebox. In the case the middlebox is a fakwfirewall pinholes are opened

between the two SIP user agents.

Modify messages are used to change the mappingslooles created with Add. This is
necessary, as all the addresses and ports to énuge established media session are not
initially known, but more SDP information becomegaitable as the session setup

progresses.

As the session is torn down, Subtract messagesisa@ to remove the mappings or

pinholes created during session setup.

5.2.3.5Non-Standard Approaches to Firewall and NAT Traversl

The non-standard approaches to NAT traversal in SSBCbased on modifying the
signalling in the SBC application. A SBC operatgstdéking the initial IP addresses and
ports provided by the client application for sidimgj and media, and modifying them
before delivering them to the other clients. Whileing this, the SBC application also
creates internal mappings for media streams tomtat modified signalling. As a result,

the media streams between clients are forced wotfioough the SBC [Ros05].

This method is very useful for NAT and firewall\teasal. In order to communicate with
the rest of the world, the clients behind NAT aimdvfiall devices only need to be able to
establish connections with the SBC. The rest ofwtbdd can reach the SBC directly, as

it has at least one public IP address.

This kind of operation is possible, when certaisuasptions about the behaviour hold:
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« The client sends and receives its media traffimftbe same IP address and port

* When using UDP based signalling, the client sends r@ceives its signalling

traffic from the same IP address and port

SIP signalling, for example, can take place ovelPT& UDP. For TCP, the port for
sending and receiving traffic is always the sarhéllows form the connection oriented
nature of TCP and is specified in the TCP RFC. therconnectionless nature of UDP,
such a requirement on using the same port for sgrad receiving data does not exist
and is not required by the SIP specification [RosMer. However, using the UDP ports

in a symmetric way is common practice [Ros05].

This being common practice makes the proprietaryl Nilversal method very effective,
because no explicit support for NAT traversal iquieed in the client or other existing

network element, like NAT routers, firewalls.

Non-standard NAT traversal was examined using tstetsip with a user agent located
behind a NAT firewall. The user agent connects riolR telephony service provider
operating in the Internet. NAT and firewall travarés implemented with a SBC. This

setup is described in detail in Appendix B.

3
‘ 4H)

=

Private address domain UAA Public address domain

Figure 23 Proprietary SBC NAT traversal scenario

Figure 23 describes a NAT traversal scenario with &here one user agent is located in
a private network and the other in the public Inér The NAT traversal function is
implemented using a non-standard method by a SB@tdd in the public Internet

address domain. The Figure 23 shows by numbersh&-4hronological order in which
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the media transport addresses for receiving megighb network elements become
available via SDP. The order in which the actuatlimstreams start flowing is marked in

the diagram using letters A-E. Letters a-b marksSH signalling.

The signalling takes place using SIP over UDP,ib# symmetrical manner, i.e. source
and destination port is the default SIP port 506@ll network nodes. This symmetrical
operation enables the signalling to traverse thnoing stateful NAT firewall. Firewall

state is kept open with periodic re-registratiofisis avoids closing of the pinhole when

the user agent is idle for a long time.

Below in Figure 24 is an extract of a call flow gested from network traffic captures of

the test setup.
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Figure 24 Call flow of a proprietary SBC NAT traversal scenario
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The actual network traces that this call flow issdéxh on are not presented in this

document as they contain a lot of data. Full traaes call flows are available from the

author by request.

The following list describes how the proprietary N&aversal takes place. The numbers

at the beginning of each paragraph refer to Figdre

1.

The UA A sends a SIP invite F13 to the SBC. Thisiten contains SDP
information with address and port, A1:P1, descgbimhere UA A wants to
receive media. This is marked by (1) in Figure Rfer receiving F13, the SBC
knows the transport address, that is used by UA thé private address domain

to receive media.

The SBC sends an invite with F15 to the proxy. Timgite is based on

information from F13, but has been modified by ®BC. The modification

essential for NAT traversal is in the SDP. Insteddcontaining the transport
address Al:P1 belonging to UA A, the SDP has asprart address A2:P2 that
belongs to the SBC, marked by (2) in Figure 23.

The proxy responds with Proxy Authentication Regdi#07 F16. This happens
because authentication is required and has nontalace yet. The message
exchange from F16 to F21 takes care of the autteittn and finally the SBC
sends invite F24, which is similar, to F15 but edms valid credentials and has
identical SDP with F15.

Messages from F25 to F36 contain progress infoomatiriginally sent by the
proxy and then relayed by the SBC through the Nitdwfall to the user agent. In
addition to just relaying, the SBC repeats the Rigd.80 message several times

while waiting for the OK 200 F39 from the proxy.

The OK 200 F39 message from the proxy is a respmns@€4 and contains SDP
describing the address and port A3:P3 that beltmgse UA B, marked by (3) in
Figure 23. This is the address used by UA B toiveceedia. After receiving
F39 the SBC knows where to send media intendedrfoeption by UA B.
Virtually at the same time as the SBC receives &8fnh the proxy, it starts
receiving a media stream to (2) form UA B. The atneis marked with (A) in

Figure 23.
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6. After receiving F39 the SBC sends OK 200 F40 toUkeA. This message is
based on information from F39, but has been matlifig the SBC in a similar
way, as earlier with F13 and F14 travelling in tgposite direction. The F40
SDP contains address and port A4:P4 belonging ¢ SBC instead of the
original A3:P3 in F39. A4:P4 is marked in Figure Bg (4). Instantly after
sending F40 the SBC starts relaying the mediarstr@faUA B. The destination
of this stream is the original private A1:P1 thahwins the private address of
UA A. As the SBC resides in the public address dormaad sends traffic with a
non-routable private destination address, the metisam does not reach the
correct recipient. This phase is presented in Ei@& by a pseudo user agent UA

A’ and the media stream (B). This user agent do¢seaally exist in the network.

7. The reason for the SBC using a wrong destinatictiress$ is that the correct
mapping between the private address and port ofAUA1:P1) and its public

presentation after the NAT firewall is not knownthye SBC at this point of time.

8. When the UA A receives OK 200 F41 sent by the SiBGugh the NAT firewall,
it responds with ACK F42 and starts sending medithe SBC as described in
SDP of F41. This SDP contains the address A4:P#& i§hmedia stream (C) in
Figure 23.

This concludes the exchange of SDP information. $SBE is currently sending a media
stream to the pseudo user agent UA A’ using A4$tha source and the wrong, private
Al:P1 as the destination. When the packets of thdianstream (C) through the NAT

firewall reach the SBC, they have the public préson of the private address Al:P1 as
the source address. From this information the S&Cnk the mapping between public
and private presentations of the media stream. IBE€ then modifies the stream (B)

destination from private A1:P1 to the public préation of A1:P1. This is the stream (E)

in Figure 23.

The stream (D) from the SBC is a relayed versiothefstream (C), and is generated as

soon as the packets of (C) are received by the SBC.

At this point there is bi-directional media flowitgtween UA A and UA B. The Media
stream traverses the NAT firewall and is beingyetbby the SBC.
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In addition to NAT traversal of the media strean®CS can perform NAT traversal for
UDP SIP signalling in situations where a NAT isg@et between a user agent and the
registrar of the domain. NAT bindings and firewgihholes are typically valid for
relatively short periods if the connection is idk there are no UDP datagrams travelling
across the NAT of firewall between an IP addres$?Uidrt pair. SBCs can be used to
keep the binding alive by forcing the sending of @&TER messages with a period

shorter than the expiry time of the NAT or firewall

When the registrar receives a REGISTER request fhemuser agent and responds with a
200 (OK) response, the SBC modifies the responsesdsing the validity time of the
registration so that the registration expires soomhis forces the user agent to send a
new REGISTER to refresh the registration sooner ithaould have done on receiving
the original response from the registrar. The RH®&RS requests sent by the user agent

refresh the binding of the NAT before the bindirxgpiees [Cam05a].

Although the proprietary method of NAT traversalables operation through NAT it
requires the SBC to behave like a B2BUA and hasesadverse effects. These will be

discussed later in this document.

5.2.4Traffic Monitoring

Operators and service providers are usually intedeis the properties of network traffic
related to the services and applications they difethe customers. In order to gain
detailed information a SBC can be used for trafii@gnitoring of IP multimedia services.
This is achieved either by having a SBC perform ri@nitoring function itself when

signalling and media is routed via the SBC, or nfng the SBC in a way that enables
a third party to perform the task. The latter candone by having a SBC force the

required flows through a network element perforntiradfic monitoring. [CamO05]

When both signalling and media are routed via a SB@ possible to associate each
media flow with signalling. This enables collectidetailed information per session basis.
Information about the state of the network can b&ioed by monitoring the RTP and
RTCP flows. QoS parameters, like packet lossyjdted delay, can be measured [AcmO05]
for each session or call. SBCs can also generdltéetail records of the sessions. CDR

data is used e.g. for billing and capacity planning
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The data collected can be used for various purpasgading network capacity planning
and network management. Information needed for &kgurance with peering operators

and end users can be obtained [AcmO05].

5.2.4.1Traffic Monitoring Approaches in SBCs

The SBC product literature and vendor whitepapensligly available do not include
many details on how, or according to which stanslattte monitoring function is
implemented. Some vendors [Sno05] mention SNMP amethod for accessing the

monitoring data.

5.2.5Traffic Shaping

In addition to monitoring many operators and sex\pecoviders may want to control and
shape the traffic according to traffic agreememsl d@he capacity of the network.
[CamO05].

As with monitoring, when a SBC is in the path oftbsignalling and media, it is possible
to identify and associate each media flow with $ignalling controlling it. It can be

verified, that the actual media stream is what Ibe@sn indicated in signalling. This is
done by looking at the media coding informatiorttia signalling, and comparing it with

the properties of the associated media stream.

If differences are observed, it is possible to teate the session by stopping relaying the
media stream and sending termination signals te#énges of the conversation. This can
help to maintain good QoS, by blocking denial alve® attacks attempting to flood the
network by sending a much higher bandwidth medeast that was agreed by the parties
with signalling. Another reason for forcefully temating a session is running out of

credits, while using a pre-paid service [Sno05].

5.2.5.1Traffic Shaping Approaches in SBCs

The SBC product literature and vendor whitepapaldigly available do not mention any
standards related to the traffic shaping impleméentaor behaviour. The internal

implementations are not disclosed either.
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5.2.6Qo0S Marking

IP multimedia has real time requirements and tloeeeit is beneficial for overall service
quality to use QoS mechanisms, like different tcaffasses and priorisation of different

kinds of traffic, while transported in the IP netko

As with monitoring and shaping, when a SBC is ia plath of both signalling and media,
it is possible to identify and associate each média with the signalling. This enables
the marking of signalling and media packets sentth®y SBC with QoS information

[CamO05].

The QoS marking functionality can be used to im@etrand enforce the QoS policy for
an IP multimedia service. Explicit marking can [s®d. This means that the original QoS
markings of incoming traffic are not trusted, ahdttthe signalling and media flows are
explicitly marked as required by the transport reetwv This enables intended treatment of

different traffic types, like voice, video and iast messaging.

5.2.6.1Q0S Marking Approaches in SBCs

The SBC vendor literature mentions compatibility @oS marking with the following
methods: DiffServ, MPLS, RSVP, IEEE 802.1p. The tramsmmonly supported method

is DiffServ. Below are brief descriptions of eagieo
DiffServ

DiffServ uses DS bits in the IP packet header tmogeize the need for QoS on a
particular packet-by-packet basis. DiffServ, asrosf in several RFCs [Nic98], [Bla98],
uses the Type of Service (TOS) field within thehiBader to mark and prioritize traffic.

DiffServ defines a common understanding about #eeand interpretation of this field.
MPLS

The MPLS QoS marking support by SBC means MPLS adpr DiffServ [Fau02].
This RFC specifies methods for transporting Difi6&oS information in MPLS header
EXP bits (E-LSP) or alternatively using labelsndicate traffic classes (L-LSP).

RSVP

The RSVP [Bra97] protocol is used by a host to estjgpecific qualities of service from

the network for particular application data streamfows. RSVP is also used by routers
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to deliver quality-of-service (QoS) requests toraltles along the path(s) of the flows and

to establish and maintain state to provide theestpd service.
IEEE 802.1p

The IEEE standard 802.1p [IEE98] specifies a pgascheme for the layer 2 switching in
a switched LAN. It adds 16 bits to the Layer 2 leadhcluding three bits that can be
used to classify priority. DiffServ can be mappedEEE 802.1p when packets flow from

a layer 3 network into a network, such as a LANerehswitching takes place on layer 2.

No non-standard methods for QoS marking where emieoed in SBC literature. This is
not surprising considering that if non-standard hnds were used for QoS marking, it
would limit the usefulness of the QoS informatiortiie network elements implementing

the proprietary scheme.

5.2.7Signalling Interoperation and Protocol Repair

Protocol details in IP multimedia platforms vargrr one implementation to another.
Vendors have implemented protocols like SIP and2Bi.B various ways for different
reasons, such as to gain efficiencies or advantages competitors. In addition, it is
possible to interpret standard protocol specifaraidifferently or implement a standard’s

features before they have been officially included standard. [ComO04].

Protocol repair means dealing with protocol messaggnerated by not-fully-standard
clients in a graceful way Also, new versions oftpools become available in network
elements, and can result in an environment withtiplal potentially incompatible

versions coexisting simultaneously [CamO05)].

The variance in implementations leads to interdpiéta problems even between systems
using the same protocol. Calls may be rejectedr@rainexpected behaviour may occur,

because the systems use different interpretatiomnsrsions of a standard.

SBCs can be used to create an additional abstndetyer by normalizing vendor specific
protocol implementations to one selected versidms @bstraction can be very appealing
to carriers wanting to deploy new technologieshat ¢dge and access, while changing
and developing the interface towards the core ndétwba slower pace. By creating this
kind of an abstraction layer, peering and interemtion with other carriers or service

providers becomes less complex, as the internalfade can remain unchanged and
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interoperability issues with other parties are tl@dth on the other side of the layer
[Rod04].

5.2.7.1Signalling Interoperation and Protocol Repair Approaches in SBCs

The publicly available literature studied des nagéntion any standards related to IP

multimedia signalling interoperation and protocepair.

The implementations of protocol repair found in SB@ary. One approach is to
implement the signalling processing as a proxy gifinot a reference to the SIP Proxy
nomenclature) that is liberal in what it receives atrict in what it sends [CamO05]. At the
other end of the spectrum are implementations, lwifidly terminate and regenerate
signalling [Jun05b]. The mode of operation, wheagmalling is first terminated on one
side and regenerated on the other can be modellednbentity consisting of two

endpoints connected back-to-back e.g. SIP B2BUA.

5.2.8Protocol Interworking

Protocol interworking means providing functionalityat enables two different systems
using different signalling protocols to work togethwith the aid of an interworking
function (IWF).

Protocol interworking is needed for example in paeebetween operators using different
protocols in their networks. Both H.323 and SIP lenpentations are present in the
networks of long distance and international casrigrho utilize VoIP to carry PSTN and
PLMN traffic. In order to exchange traffic betweearriers using different signalling

protocols, conversion is required.

The need for protocol interworking is not limited tarrier to carrier peering. SIP is
frequently used in systems providing communicatervices for consumers and
enterprise. On the other hand, H.323 based videdemncing is very common and
widely deployed in the enterprise environment. &ot interworking is needed to

connect the two. Figure 25 presents architecturariplementing IWF.
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SBC
H.323 H.823 Interworking s SIP
gatekeeper Function (IWF) proxy
Media
H.323 firewall SIP
RTP RTP
H.323 Real-time transport protocol (RTP) SIP

endpoint > device

Figure 25 Architecture of a SBC with SIP-H.323 IWF {Com04]

In addition to providing interworking between twonapletely different protocols such as
SIP and H.323, protocol interworking may be reqiliieeen between two systems using

the same signalling protocol as the basis of thyg@ration.

This is the case in connecting the SIP serviceaddn the Internet with the SIP based
IMS services specified by 3GPP and ETSI TISPANsThcompatibility within the same
protocol is the result of different SIP profilesedsby the two [CamO05]. The IMS
specification defines profiles of IETF RFCs for 3&Bsage [3GPO5].

SBCs are used to provide interoperation betwederdiit signalling protocols such as
SIP and H.323 [Com04]. The SIP-H.323 interworkig lexisted since the first SBCs.

5.2.8.1Protocol Interworking Approaches in SBCs

The interworking implementations in SBC are simttathe SIP B2BUA approach found
in protocol repair function, but in this case thbey endpoint may be other than a SIP
user agent, such as H.323 gateway. The signallirntgriminated by the IWF and then
regenerated using another signalling protocol atqmol profile. Converting between
signalling protocols to achieve interworking is amplex process and interworking

functions require quite a lot of processing resesrc

5.2.8.2SIP-H.323 Interworking

The requirements for SIP-H.323 IWF have been ddfibg the IETF in RFC 4123

[Sch05]. This RFC was published in July 2005, et EBC literature studied does not
specify conformance to this specification or anytlté draft versions [AgrO1] through

[Sch04].
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The RFC 4123 states that a SIP-H.323 IWF containstions from the following list

among others:
1. Mapping of the call setup and teardown sequences
2. Registering H.323 and SIP endpoints with SIP registand H.323 gatekeepers
3. Resolving H.323 and SIP addresses
4. Maintaining the H.323 and SIP state machines
5. Negotiating terminal capabilities
6. Opening and closing media channels
7. Mapping media-coding algorithms for H.323 and SéRworks
8. Reserving and releasing call-related resources
9. Processing of mid-call signalling messages
10. Handling of services and features

The functions seem fair and practical and it isyvpossible, that many SBC IWF

implementations perform them.

The requirement specification states that IWF sthawt process media and assumes
media exchange to take place directly between antipdf a particular service requires,
the IWF is allowed to handle media. The IWF themmy forwards media packets

without modification from one network to the other.

SBCs frequently participate in media processingadorm other functions such as NAT

traversal or topology hiding. It is allowed althdugot encouraged by the specification.

Figure 26 shows common IWF configurations or deplegt scenarios listed by the
specification. They are similar to the SBC deploginscenarios. The first four ones
describe scenarios where endpoints using diffesggralling protocols communicate.
The last two ones are examples of a situation, /aanetwork used as a transit network

uses a different protocol than the access networks.
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Figure 26 Common SIP-H.323 interworking scenarios [6h05]

While the basic functionality described in SBC titieire matches that of the IWF

requirements no compliance to RFC 4123 is mentionBde IWF requirement

specification covers the following main areas (sategories not presented here):

¢ Pre-Call requirements

e General interworking requirements

e Transport

* Mapping between SIP and H.323

e Security considerations

The material available from vendors does not desaletails of the implementations. As

a result, it is not possible to analyze how theumegnents in any of the areas handled are

met by SBC implementations.
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5.2.8.3Generic SIP and IMS Interworking

As of writing this thesis, there is emerging supdor TISPAN based IMS services by
some SBCs [NewO05b], [Acm05a]. The standardizatibextended IMS architecture by
ETSI TISPAN is work in progress.

TISPAN NGN Functional Architecture Release 1 [ETB6pecifies an Interworking
Function (IWF). The IWF performs the interworkingtiveen protocols used within
TISPAN NGN service control subsystems and othepdBed protocols e.g. between the
SIP profile used in the IMS and other SIP profi@sIP-based protocols such as the
H.323 protocol.

The IWF has two interfaces between which it per®itrfunction. For protocols used in
TISPAN, it interfaces to another TISPAN defined dtional element called The
Interconnection Border Control Function (IBCF) shmou Figure 27. For non TISPAN
protocols, such as SIP version not compatible Bif in IMS the IWF interfaces to the
functional elements in other IP networks [ETSO0®Slis not in the central focus of this
thesis, but SBCs may be used to implement IWF &@Fl These functions are marked

by the dashed line in Figure 27.
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The TISPAN specifications do not yet define anyeinal functions or requirements of

the IWF, thus no comparison between it and thetfons found in SBCs can be made.

5.2.91Pv4/IPv6 Interworking

IPv4/IPv6 interworking means providing functionglihat enables endpoints located in
networks using different versions (IPv4 and IPv6) tbhe Internet Protocol to
communicate. Direct communication between an emdpaing IPv4 and another using

IPV6 is not possible, as the protocol versionsnatecompatible. There is expected to be a

coexist and communicate [Tsi00]. A set of IPv4fwb transition and coexistence

mechanisms will be required during this transitpamiod.

IPv6 networks are emerging in enterprise, publitaeand 3G mobile networks. 3GPP
IMS network is completely based on IPv6. The TISPWNS [ETS05] however relaxes
the constraints of 3GPP IMS [3GP05] on the soleafs¥v6, and defines a functional
element called Border Gateway Function (BGF). Omethe functions of BGF is

interworking between IPv4 and IPv6 networks.

5.2.9.11Pv4/IPv6 Interworking Approaches in SBCs

SBCs can perform conversions between IPv4/IPv6iaresgCamO05]. The conversion is
based on modifying addresses in IP packet headersnaide signalling messages. For
SIP this means modifying the addresses in SIP heathel SIP message bodies carrying
SDP in a similar way as is done to achieve the N#sversal functionality described

earlier. Two different methods for interworking wdound in the SBC literature [Gla05].

5.2.9.2SIP ALG at Network Boundary

A SBC located at the boundary of IPv4 and IPv6 oeke operating as an ALG can be
used to implement IPv4/IPv6 interworking for SIFheTSBC functions once again as a
B2BUA and has one side connected to IPv4 and ther ¢ IPv6. Requests from one side
are received, then reformulated and sent out asva nequest. Similar operation is

performed in the other direction.
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B2BUA
IPv4 || IPV6 | ¢ B ,
UA UA =2
Q UAB
SBC
IPv4 network IPv6 network

Figure 28 ALG with B2BUA at network boundary

In Figure 28 all traffic (A) between UA A and thev4 UA inside SBC takes place
natively using IPv4. Similarly all traffic betwedA B and the IPv6 UA on IPv6 side
takes place using IPv6. The B2BUA application perf® the required conversions of

addresses in IP packet headers, SIP headers anth I’ message bodies.

While the B2BUA concept is defined in SIP, the @tien of modifying the actual
addresses in numerous SIP header fields an in &ssage bodies carrying SDP, is not

standardized and thus may vary from one implemientéb the other.

5.2.9.3NAT-PT and Centralized SIP ALG

One standard method for providing connectivity ew IPv4 and IPv6 networks is
Network Address Translation - Protocol TranslaihAT-PT) [TsiO0]. The NAT part of
NAT-PT is very similar to the IPv4 NAT describedles, but is not identical. IPv4 NAT
translates one IPv4 address into another IPv4 addie NAT-PT one IPv4 address is
translated into another IPv6 address and vice vé@itsa PT part of NAT-PT refers to the

translation of an IPv4 packet into a semanticadjyiealent IPv6 packet and vice versa.

As with ordinary IPv4 NAT, protocols such as SlRttharry address information in the
protocol messages generally fail to operate wheretis a NAT-PT device in the path
between two endpoints. Due to this IPv4-IPv6 intaking with NAT-PT is faced with

NAT traversal issues, as pure IPv4 NAT. In ordercope with these NAT unfriendly
protocols NAT-PT allows the use of application sfie@LGs in NAT-PT devices. The

downside of a practical NAT-PT ALG approach is thatvorking solution e.g. for SIP
requires, that all NAT-PT devices that happen to ibethe path have SIP ALG

functionality implemented, activated and propedwyfigured.

The following approach with SBCs takes advantagstahdard NAT-PT functionality
without requiring SIP ALG support from NAT-PT deg& The SBC uses identical NAT

traversal methods as in pure IPv4 NAT traversahate to solve the issues created by
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NAT-PT without ALG with the exception, that the SBeeds to handle IPv6 addresses

in addition to IPv4 addresses.

Figure 29 has two scenarios. First scenario hdBwehuser agent (UA 6) communicating
with UA A located in IPv4 network. The second saémaas an IPv4 user agent (UA 4)
located in an IPv4 network communicating with amothPv4 user agent in IPv4 network,

but via access network that is IPv6.

IPv6 Network

IPv4 Network

Figure 29 Standard NAT-PT and centralized SIP ALG

The operation of this solution is based on IP patieader translations performed by
NAT-PT devices and the SBC fixing the problems ey the use of NAT.

The tables 4 and 5 summarize how address informadigpresented in the networks in
Figure 29. The addresses of media stream packetadatrincluded in the tables. They

match the presented IP header address — the rakilressing scheme used in each of the

networks.

A B C D
IP Header IPv6 IPv6 IPv4 IPv4
SIP Header IPv6 IPv6 IPv6 IPv4
SDP in SIP IPv6 IPv6 IPv6 IPv4

Table 4 Addresses in UA 6 — UA A communication scario
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a b c d
IP Header IPv4 IPv6 IPv4 IPv4
SIP Header IPv4 IPv4 IPv4 IPv4
SDP in SIP IPv4 IPv4 IPv4 IPv4

Table 5 Addresses in UA 4 — UA A communication scario

The SBC uses the non-standard NAT traversal mettiescribed in section 6.2.3.5, to
handle the media streams that are flowing throhghNAT-PT devices. In fact the UA 4
— UA A communication scenario is identical to aguPv4 scenario with two IPv4 NAT
devices on the path. No IPv6 addresses are habgledy of the SIP entities, as can be
observed from Table 5. IPv6 addresses are presiyntiro|P headers in IPv6 network.

Figure 30 shows this equivalent IPv4 scenario.

IPv4 Network IPv4 Network IPv4 Network

Figure 30 Two IPv4 NATSs in path

5.2.10Transport Protocol Interworking

Transport protocol interworking means using a déffé transport layer protocols with
different endpoint. The current SIP RFC [Ros02]uiszgs TCP and UDP support for all
SIP elements but the former SIP RFC [Han99] ontpuites UDP. All SBCs in the scope
of this study support SIP as in RFC 3261 and thars perform transport protocol
interworking between older and newer endpoints. NG@Ges only UDP and H.323 TCP.

In addition to TCP and UDP, transport layer interkiiog can take place between
unencrypted and TLS [Die99] encrypted transporetay Some SBCs support TLS for
SIP and for H.323 signalling [ITUO3].
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Transport protocol interworking is standards basedtionality found in SIP servers and

H.323 gatekeepers, thus SBCs performing it can ddeited as one of those entities.

5.2.11DoS and Overload Prevention

SBC in the signalling path can perform validationsggnalling messages. Signalling
message structures may be inspected and onlynhedéi messages forwarded [Jun05].
This helps to block attempts to exploit securigwi in network elements by the use of

malformed, or exceedingly large signalling messages

Signalling rate limiting can be used to protectegatys, servers and other devices from
DoS attacks or error conditions in endpoints caugiacket flooding towards servers.
Call gapping protects the softswitch, gatekeep#®, [Boxy, or other signalling entities

from excessive signalling requests. This helpsravgnt attacks that attempt to heavily
load the call control entities with multiple conmmt requests. Protecting against
excessive signalling attacks is achieved by drapmmnalling packets at a specific

threshold.

Limiting criteria encountered in literature were:umber of simultaneous requests
directed at a specific destination, threshold lipgr source IP, accumulated threshold
limit, summing the entire signalling attempts rated threshold per-interface or logical

location.

No standards support by SBCs was identified for Bo& overload prevention functions.

The implementations vary from one vendor to theeoth

5.2.12Call Admission Control

Admission control can be defined as the procesgeafding whether a newly arriving
request for service from a network element canrbatgd or not [She97]. SBCs may be
used to determine this for IP multimedia sessidmsy tare controlling. It can be
determined if a call should be admitted to a paldicnetwork [AcmO02]. The decision is
based on the availability of network resources sashreal-time bandwidth, and the

requirements of a newly arriving request.

5.2.12.1Call Admission Control Approaches

SBCs can keep track of the current network utiaratby observing the bandwidth

requirements of codecs used by already establisbesions. Comparing this information
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to configured network topology with capacities & possible to start refusing new
sessions that would exceed the capacity of a p&tieetwork or access link. This kind
of control of network utilization can help to avadceeding the real time capabilities of
networks and avoid degrading the perceived quaitd QoS metrics of all existing
sessions. Sessions that can not be admitted taweonkedue to insufficient network
capacity are gracefully rejected by the SBC. Thidane using signalling e.g. in SIP by
sending an INVITE with “503 Service Unavailableh tase the rejected session is a
phone call, the end user SIP device may transkE@8 ‘Service Unavailable” into a fast

busy audio signal.

No standards support by SBCs was identified fdramnission control (CAC) functions.

The implementations vary from one vendor to theoth

5.2.13Legal Intercept

Legal intercept means enabling the authorities oveghment agencies to perform
“wiretapping” of conversations for authorized legalrposes. In the EU these regulations
are national. The requirement for Legal interceqste for the PSTN and PLMN, but at
the time of writing no final decision exists forwdo apply these requirements to IP
networks [Kar05]. In The United States the Fed@ainmunications Commission (FCC)
requires certain broadband and VolP Providers toramodate wiretaps based on

Communications Assistance for Law Enforcement SAl(EA) [FCCO5].

5.2.13.1lL egal Intercept Approaches

SBCs in the media path can be used to implemenalliatercept by creating a copy of

the media streams that the SBC manages.

Some SBCs supporting legal intercept have standatelfaces [Jas05] to legacy
CALEA/ETSI infrastructure. No standards based legtdrcept for IP networks, such as
described in RFC 3924 [Bak04] was encountered i6$SB

5.2.14Emergency Traffic

Telecommunications operators providing publicly ikde telephone service are
required to make it possible for the user of thevise to dial the general emergency
numbers such as in the EU 112 and 911 in The UrStates. This is required by the

authorities in most of the countries of the word. least in Finland [Vie03] and The
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United States [FCCO05a] this requirement also appbtdP based communication services
that are interconnected to the PSTN/PLMN. Callanfreach geographic area to the
general emergency number (112/911) must be roatedet emergency response centre

specified for the relevant area.

5.2.14.1Emergency Traffic Routing Approaches

SBCs can be used to route emergency calls basettheowriginating number or IP
address. This helps in being able to route calthéoemergency centres serving specified

geographical areas.

SBC literature mentions support for the U.S. FCChdfited 911 Service (E911)
[FCCO05b]

5.2.15Media Encryption

SBCs can be used to perform media encryption awdypigon for media stream legs
terminating to or originating from the SBC. It mlg desired to encrypt traffic travelling

in potentially insecure networks.

5.2.15.1Media Encryption Approaches

For media encryption the SBC operates as a B2BURaamedia relay terminating the
RTP/SRTP media stream on one side of the B2BUA ragénerating in on the other

side.

The SBC literature mentions standard SRTP [Bauf4hea encryption method.

5.2.16Media Transcoding

SBCs can be used to perform media transcoding leetvemndpoints using different
codecs for their media. Transcoding is neededccdramon codec between two endpoints
is not available. The IMS specifies the use AMRamfbr voice communications. This
codec is rarely found in user agents outside the M@bile networks and voice
communication between IMS and typical IP telephsesvices would require transcoding

AMR to for example G.729 and vice versa.
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5.2.16.1Media Encryption Approaches

For transcoding the SBC operates as a B2ZBUA an@dianelay terminating the media
stream on one side of the B2BUA, performing thadcading function and regenerating

a new media stream on the other side.

Even thought the transcoding performed by SBCoisdetween standard codecs such
as G.711 and G.729, the actual behaviour B2BU/Aeisder specific and implementation

dependant.

5.3 SBC Functions and Standards from Different Organizéions

This section and the subsections deal with thergbrg goal of this thesis, which is to
compare the relationship and approaches that fferatit standardization organizations
specifying IP multimedia communication infrastruetsl have towards the kind of

functionality performed by session border contrslle

SBCs are typically found in IP multimedia systemsig SIP. As described earlier, some
SBCs implement an interworking function with H.328d some provide firewall and

NAT traversal for MGCP as well. As this study foesson SIP, the relationship of the
SBC to H.323 and MGCP standards is not covered here

The following sub-sections study the relationshgiweeen SBC functionality and SIP
based communication infrastructures as definedheylETF and ETSI TISPAN NGN
Release 1 specifications. IETF and TISPAN approsichere selected because SBC
literature references these infrastructures andhenother hand material from both the
IETF and TISPAN has references to SBC functionality

5.3.1SBC Functions and IETF Standards

The concept of SBC is not defined in any IETF staidd. SBC vendors have their own
definitions, but none of them are universally atedp Internet drafts discussing SBCs
have been published. The SBC is not a logical IEpé&cified SIP entity, but a SBC or at

least individual functions of a SBC can be mode#sdogical SIP entities.
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RFC 3261 describes the following set of SIP erttitie
e SIP Servers
0 Registrar

o Proxy Server

o]

Call Stateful Proxy
0 Transaction Stateful Proxy
0 Stateless Proxy
« User Agent Server (UAS)
e User Agent Client (UAC)
e User Agent (An entity which can simultaneously asta UAC and UAS)

« Back-To-Back User Agent (An entity composed of th&S and UAC which

acts as a UAC to determine how to answer an incpmgguest on the UAS).

Depending on implementation, an SBC could be a Bitky or a SIP Back-To-Back
User Agent. RFC 3261 prohibits a SIP proxy from ifyaidg the SDP information in SIP
message bodies. Many SBC functions, as shown inptaeious sections modify the
addresses, ports and even codec descriptions in BD® to this the SBC must be
classified as a B2BUA in nearly all cases. Clagsgfya SBC, that modifies SDP as a SIP
proxy violates RFC 3261.

The B2BUA is a standard SIP entity, but the intefnactions of a B2BUA are not

defined in a generic way. A B2BUA conforming to RB261 can perform any task or
function internally as long as the two individualen agents that a B2BUA is composed
of conform to SIP specifications. Figure 31 beldwws a B2BUA. Requests arriving via

UAS are processed and responses are sent out \ia UA
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Figure 31 B2BUA

The impact of SBCs on SIP messages range fromifunadity that can be classified as a
conforming SIP proxy to a B2BUA completely rewr@irSIP headers and SDP. The
impact of processing can be on either end of tleetspm depending on implementation
and configuration. SBC in the middle of the patbtwa®n user agents usually tries to be
as transparent as possible, but the transparentyesé B2BUASs varies depending on the
functions they perform. A SBC might simply update SDP and insert a Record-Route
header. However, SBC might as well remove a helidideRecord-Route, or replace the
Contact with the SBCs address. A new Call-ID, aremew tags might be created in the
From and To headers. This kind of unknown behavimuran intermediate entity can

produce unexpected and unintended results in atiglits that expect standard behaviour
and end-to-end connectivity. There are fears th@trhet application developers might be
forced to take into account the impact of non-camfag intermediaries making

application development more difficult.

5.3.1.1SIP Unfriendly Functions

The IETF considers many of the functions performg&BCs SIP unfriendly [Cam05a].
All functions where the SBC acts as a B2BUA ancitssitself into the media path by
modifying the SDP are considered SIP unfriendiat&ul operation required for some
functions is considered unfriendly. Also manipuligtihe SIP header fields and parameter
values in SIP headers in ways not allowed for $Iess in RFC 3261 is considered

unfriendly.

SIP unfriendly SBC functions of the ones describadier in this study are summarized
in Table 6.



91

Topology hiding .

Modifies the SIP headers and forces the mé
through the SBC by modifying SDP

Utilizes B2BUA and media relay

Topology hiding requires keeping internal st
information in order to route the respong
correctly. This is because the headers do
contain the original senders of the messages

hiding has been performed

rdia

ate
bES
not

after

Proprietary NAT and Firewall .

Traversal

Media traversal functionality is implemented
forcing the media streams through the SBC
specific UDP ports by modifying SDP

REGISTER messages are modified in order

implement UDP SIP traversal

Utilizes B2BUA and media relay

on

to

Traffic monitoring .

Implemented by forcing the media strea
through the SBC for monitoring by modifyin
SDP

Utilizes B2BUA and media relay

ms

Traffic shaping .

Implemented by forcing the media strea
through the SBC for shaping by modifying SDP

Utilizes B2BUA and media relay

ms

IPv4/IPv6 Interworking .

Uses proprietary NAT traversal techniqu

modifying SDP to implement interworking.

Utilizes B2BUA and media relay

es
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Legal Intercept * Implemented by forcing the media streams
through the SBC for creating a copy of the media
by modifying SDP

o Utilizes B2BUA and media relay

Transcoding * Implemented by forcing the media streams
through the SBC for Transcoding one codeg to
another by modifying SDP

» Utilizes B2BUA and media relay

Table 6 SIP unfriendly features

All of the SIP unfriendly functions involve B2BUA ode of operation and SDP

manipulation. Some functions perform SIP headeripugation and stateful operation.

5.3.1.2Reasons for SIP Unfriendliness

B2BUA mode used to implement SDP manipulation tote® the media path is
considered SIP unfriendly [CamO5a] by the IETF Ibeeait breaks the end-to-end
integrity of the media descriptions and does natkvat all for user agents that encrypt or
integrity protect their message bodies. There isvag for the user agents to distinguish
manipulation done by a SBC from a malicious Mar-ire-Middle attack. In addition,
the SBC needs to understand the session descriptidacol and all the extensions that
might be used by the user agent in order to peritsrfunctions successfully. Failing to
do so can prevent a SBC from operating as inten@edrecting the problem could
require updating software or at least configuratdrsBCs in the network between user

agents. This is feared to slow down overall newiserinnovation in the Internet.

Stateful operation required for some functionsdasidered unfriendly. The reason for
this is that if state information is required foi-directional message routing (e.g.
topology hiding), losing that information due tadldee, like a software restart, prevents

the SBC from routing the responses related to ksieol sessions.

SIP header field manipulation that is not allowed $IP servers is considered harmful
for obvious reasons. The user agents are usuadiywanme of the presence of a SBC in the

path. The impact of a SBC that attempts to be parent, but performs non-standard
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manipulation of SIP between user agents expectarglard operation can be unexpected.
One example of this is the failure of SIP messagesg end-to-end confidentiality or
integrity protection in REGISTER message manipatafor NAT traversal. Again, there
is no way for the user agents to distinguish maaimn done by a SBC from a malicious
Man-in-The-Middle attack.

The SBC has significant impact on the functionsegurity and privacy of a SIP network
based on Internet standards. There is ongoing Wwgrkhe IETF to decide if standard
approaches should be developed to address theidnsicthat SBCs are currently

performing in an SIP unfriendly way.

5.3.2SBC Functions and ETSI TISPAN NGN Standards

The European Telecommunications Standards InstfiEif&]) Telecommunications and
Internet converged Services and Protocols for AdednNetworking (TISPAN) is
defining the release 1 of the TISPAN Next Generatitetwork (NGN). TISPAN NGN
has its foundation in the 3rd Generation mobile tiiaship Project (3GPP) IP
Multimedia Subsystem (IMS) Release 7. The TISPANNNfoject has selected SIP
profiled by 3GPP TS 24.229 [3GPO05] for the IMS las protocol used to establish and
tear down multimedia sessions in the context of NG goal for TISPAN is to specify
a common IMS core that is access independent gphvath wireless and fixed-line
access networks. TISPAN NGN Functional ArchitectRiedease 1 is specified in ETSI
ES 282 001 [ETSO05].

Among others, the document specifies entities jperiftg very similar functions to those
of SBCs described in this document. The IMS andPANS architecture are complex
systems and not central to this thesis. Therefalg the parts directly related to SBC
functionality are discussed. Further details arailable in 3GPP IMS [3GP05] and
TISPAN NGN [ETSO05] specifications.

5.3.2.1Resource and Admission Control Subsystem (RACS)

RACS provides admission control and gate controtfionalities, including the control

of NAPT and priority marking.
* Admission control involves checking authorization.

e Checking resource availability verifying whethere tihequested bandwidth is
compatible with both the subscribed and availalledwidth
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The RACS functionality closely resembles the SB€eas control functionality.

5.3.2.2Border Gateway Function (BGF)

A Border Gateway Function (BGF) provides the irdedf between two IP-transport
domains. It may reside at the boundary betweencaesa network and the customer
premises equipment, between an access network emie anetwork or between two core

networks. It supports one or more of the functidiea listed in Table 7.

BGF Functionalities

Opening and closing gates i.e. firewall pinholes

Packet marking for outgoing traffic

Resource allocation and bandwidth reservation fustr@am ang
downstream traffic

Allocation and translation of IP addresses and partbers
(NAPT)

Hosted NAT traversal

Policing of incoming traffic

Anti-spoofing of IP addresses

Usage metering

Interworking between IPv4 and IPv6 networks

Topology hiding.

Table 7 BGF functionalities

The present specification [ETS05] identifies twoinmiypes of BGF. The Core BGF (C-
BGF) that sits at the boundary between an accasgreand a core network and the

Interconnection BGF (I-BGF) that sits at the bougd#etween two core networks.

In addition to C-BGF and I-BGF, a specific type B&F known as Resource Control
Enforcement Function (RCEF) has been specifiesltdtin an access network or at one of
its edges. This functional entity implements a pmil subset of the functionalities
identified for a generic BGF and holds a model bé taccess network resources.
Sometimes an entity called A-BGF can be found witference to TISPAN NGN

architecture. The A-BGF stands for Access Bordete®ay Function and may be
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considered a predecessor of the RCEF proposedgdilmndevelopment of the Release 1
specification. References to the I-BGF can be faumdn 3GPP-TISPAN joint workshop
material [3GP04].

Counterparts for the TISPAN BGF and RCEF functimas be found in the SBC

functions. Table 8 presents counterparts.

TISPAN Function SBC Function
Opening and closing gates Access control
Packet marking for outgoing traffic QoS marking

Resource allocation and bandwidth reservati@all admission control
for upstream and downstream traffic

Allocation and translation of IP addresses atNAT and firewall traversal
port numbers (NAPT)

Hosted NAT traversal NAT and firewall traversal
Policing of incoming traffic DoS and overload pratien
Anti-spoofing of IP addresses Access control

Usage metering Traffic monitoring

Interworking between IPv4 and IPv6 networks  IPvdfifhterworking

Topology hiding. Topology hiding

Table 8 TISPAN BGF and RCEF functions with SBC courgrparts

The roles of the BGF entities including RCEF hatversy correlation with different SBC
deployment scenarios. TISPAN I-BGF interfaces vather operators networks. A SBC
in a peering scenario between operators in cumémstructures has a similar role with I-
BGF. The RCEF and C-BGF are located between acmedscore network. A SBC
deployed on the border of an ITSP service platfard the public Internet has a similar
role. Figure 32 shows RACS, BGF and RCFE functions.
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Figure 32 RACS, BGF and RCFE functions

5.3.2.3Interworking Function (IWF)

The Interworking Function (IWF) performs the intemking between protocols used

within TISPAN NGN service control subsystems anleotlP-based protocols between
the SIP profile used in the IMS and other SIP peesfior IP-based protocols such as the
H.323 protocol. The IWF TISPAN performs similar @tion to the IWF found in SBCs.

5.3.2.4The Interconnection Border Control Function (IBCF)

The Interconnection Border Control Function (IB&@&entrols the boundary between two

operators' domains. The IBCF controls the followfimgctionality:

« Interaction with transport resources, through #source and admission control

subsystem (including NAPT and firewall functions)
« Insertion of the IWF in the signalling route whespeopriate
e Screening of signalling information based on solgegtination

* IMS Application Layer Gateway defined in TS 123 228
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Figure 33 IBCF and IWF functions

Transport layer

There appears to be a close match between thadoadapecified in the TISPAN NGN
Functional Architecture Release 1 and the functper$ormed by the current SBCs. It is
not surprising that after the publication of thehsecture, some SBC vendors have

announced emerging support to some of the TISPANI Kctions.

SBCs can be used to implement the following fumdipAcm05a], [New05c]: P-CSCF,
A-BGF, I-BGF, IBCF and IWF. The P-CSCF means Pr@ajl Session Control

Function and is the first contact point for useithin the 3GPP IMS [Poi04]. All SIP

signalling traffic from or to the UE go via the FBSCF. As the name of the entity
indicates the P-CSCF behaves like a proxy as dkfm&FC3261.
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6 Conclusion

The aim of this thesis was to study the functiohs metwork element called Session
Border Controller, and analyze the relationshiptloé functions it performs to IP

multimedia standards. This chapter contains thelosion of the work done.

After introducing the key concepts and protocolsifmultimedia technology, a high
level description of the SBC was presented alortg wypical deployment scenarios. The
goal of this was to provide the reader with an usi@ading how SBCs are used in the

current IP communications infrastructure.

The key functions of SBCs were identified. Eachction was presented and the
motivation for using it was discussed. The impletagans of the functions were
presented along with descriptions of what standsach function is based on or if it
represents non-standard functionality. The levedlefil in available reference material
describing SBC functionality varied between indiadl functions and from vendor to
vendor. As a result of this it was not possibledascribe and compare the different
functions with an equal level of detail. After fuiom descriptions, the relationship
between the SBC functions and the specificationselaited major standard bodies was

discussed. This was the second goal of the thesis.

6.1 The Role of SBC in Current IP Multimedia Infrastruc tures

SBCs are used in operator, service provider anergmse networks. They are used for a
wide range of things centred on security, servgsieance and quality, interoperation and
even legal requirements. They are located on n&tWwoundaries and the boundaries can
be related to technology or administrative resgalityi. Technology related boundaries
can be formed by different transport protocol vanmsilike IPv4-IPv6, different methods
to represent QoS, different signalling protocolkeliSIP versions and H.323, etc.
Administrative boundaries are found for exampleweein two peering operators, or

between enterprises and service providers.
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The role of the SBC on the boundary of networkgoissnforce conformance to the
technical and service requirements of the provatet to implement the administrative

policies defined for the internal provider network.

6.1.1SBC Functionality and the Standards

Concerning the first goal of the thesis, it wasested that functionality available in

SBCs has evolved to address the practical realdwssues, that hinder the wide spread
use of standards based IP multimedia. The key ifumetof SBCs analyzed in this study
appear to fill the gap between evolving or immatstandards and a working real world

implementation. One good example is NAT traversal.

Problems that SIP and H.323 have with NAT travensddoth residential and enterprise
environment limit the usability of IP multimedia ligniting the number of users that can
reach each other. Standard solutions based on SaMNTURN together with ICE
provides a working solution when all three are usegkther, but both TURN and ICE are
still drafts and considered to be work-in-progréssa result they are rarely supported by
endpoints, thus limiting the number of users that @le to communicate using them.
The ability to communicate between two users behMdT depends on level
STUN/TURN/ICE support by the endpoints of both gsand the types of NAT being
used in the path. SBCs placed in the network bystheice provider attempt to enable
standard endpoints without any additional support NAT traversal to be able to

establish communications.

The functionality of a SBC is largely based on B 8bncept called Back-To-Back User
Agent, B2BUA. This is a perfectly standard entigfided in SIP specification. One could
argue that because the B2BUA is a standard SIB/galli functions implemented using a
B2BUA are standard too, as long as the SIP UsenA@éent (UAC) and User Agent
Server (UAS) contained within a B2BUA conform tethehaviour specified for a SIP
User Agent (UA). The SIP specification does nottrieis or specify the internal

functionality of a B2BUA allowing it to perform arfynctionality.

When a SBC behaving as a perfectly legal B2BUAseduin a SIP infrastructure in the
role of a proxy, redirect or registration serveiisipossible to violate SIP specifications.
A proxy server for example is allowed to modify uegts and responses only according

to strict rules set out in RFC 3261, while the BZBthn perform any modifications.
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Unfortunately, in order to perform its functions iatended, the SBC usually has to be
deployed as a proxy or a registration server. Thihe main reason why many of the

SBC functions are non-standard.

6.1.2The Controversial SBC

The SBC is used to enable communication betweemcomnected networks in a secure
way. It performs functions like DoS prevention, Dd&ection, access control and acts as
a stateful firewall implementing security policies application layer. On the other hand
it breaks the end-to-end integrity and confidemtiddetween SIP user agents by inserting

itself in the media path and modifying signallimgways not allowed for SIP servers.

The SBC is used to improve the interoperation ofriBltimedia systems. These cases
include fixing signalling errors of endpoints, tlwddim to be standard compliant but have
flaws in the implementation. SBCs fix interoper#pilissues between versions of the
same protocol and implement protocol interworkiregween different protocols. While
this functionality is used to enable and improvelioperation between systems, there are
fears that some of the non-standard SBC behavewoiapplication specific that the
presence of a SBC in the path may prevent an atigit that the SBC does not
understand from operating correctly. This is feawedlow down the development of new
services in the Internet, because a new applicatioh violating any standards, might
perform in a way has not been taken into accouttienrSBC application. The SBC might

prevent the application from operating correctly.

6.1.3SBC and IETF

As part of the second goal the views of the IETFS®&C were studied. The IETF views
many key functions performed by the SBC SIP unftignStandards based solutions are
being developed for some functionality such as Nralersal. Internet drafts on the SBC
functions have been submitted and discussed inStR€ING working group. At the
moment there is no decision weather or not the IESfgoing to develop standard

mechanisms to the functions that current SBCs ar®ning.

6.1.4SBC and ETSI TISPAN

As part of the second goal the views of ETSI on SB&e studied. The TISPAN R1
architecture includes a lot of functionality foumdSBCs. Also the deployment scenarios

are similar to those of SBC scenarios. It is irdeéng to note, that the same kind of
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functionality considered SIP unfriendly by the IETE explicitly required by the
TISPAN architecture.

As noted in this study, SBC functionality has ewdvout of the requirements of IP
telephony service providers and operators focusingroviding telephony and other real-

time IP multimedia services in the public Interant enterprise IP VPN networks.

The IMS on the other hand is an architecture ddfiog 3GPP for the delivery of real-
time multimedia services using SIP over IP netwpfiisusing on mobile wireless access.
This architecture has been extended by TISPAN NGNbetter satisfy the service
requirements in fixed IP access networks. TISPANNNG@efines access independent

(fixed, mobile) converged network architecture.

The SBC functions together with standard solutitike SIP enable fixed network
operators and service providers to move from voemric circuit switched services to IP
based multimedia. The IMS is a similar shift forircait switched voice to IP multimedia
for mobile operators. TISPAN NGN can be considexgeé union of the fixed and mobile
approaches and therefore it is natural, that tH&PAIN architecture includes elements

from both worlds, including SBC functions.

6.2 Self Assessment and Future work

Writing this thesis was somewhat hard work, butemtheless fun to do. The goals of this
thesis were to compare the SBC with standards fidfarent sources. While doing this,
it revealed how the same set of SBC functional#yconsidered unfriendly by one
standards body and as required by some other. thegethis controversy reflects the
current state of convergence between Internet camations and communication
services provided by telecommunication operatofsell that the goals of this thesis were
reached pretty well. One of the challenges wasritndeference material for the literature
study as very few independent publications on thigest exist. Vendor material and
standards documents were used. Mailing lists sadih@ |IETF SIPPING list provided a
good source for clues. This thesis provides a s the current role of session border

controllers in IP multimedia communication infragttures.

The results of this work could be used in the dgwelent of IP multimedia services for
converged networks combining Internet, PLMN and RS$Ervices and standardization

of SBC functionality. The summary of SBC functiabalby vendor presented in
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Appendix A, could be used as a starting point fdecting a SBC product for a service

platform implementation.

As the standards and best current practices relégad®BCs are still evolving rapidly, it

might be feasible to take another look at the sthtstandardization after a year or two.
Traditional communication systems such as the dm&sed on 3GPP architecture
represent centralized control of services, whileerdmet communications are often de-
centralized or even peer-to-peer. SBCs are, amtrgy things, used to connect the two

worlds and it would be interesting to further stulg issues of this border crossing.
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Appendix A

Studied Session Border Controller Functions by \éend

Acme Packet Flextronix Jasomi Juniper Newport NexTone Snom
Software Networks Networks
NAT & FW -B2BUA -MIDCOM - B2BUA -proxy -B2BUA -Yes -STUN
traversal Proprietary
-B2BUA (Automatic -TURN
Channel
-MIDCOM Mapping, -ICE
ACM) -B2BUA
Traffic Yes ? ? Yes Yes ? SNMP
monitoring
Traffic Yes ? ? Yes Yes ? Yes
shaping
QoS marking Yes: DiffServ, | ? ? 802.1p, ToS bits, | ? No
MPLS, RSVP DiffServ DiffServ)
Signalling Yes ? Yes Yes Yes Yes ?
Protocol
repair and
variant
interoperation
Signalling SIP ? SIP SIP SIP SIP No
IWF
H.323 H.323 H.323 H.323 H.323
IMS SIP IMS SIP
IPv4/IPv6 ? Yes ? ? Yes Yes No
Interworking
Transport SIP TCP/UDP SIP TCP/UDP SIP SIP SIP TCP/UDP SIP TCP/UDP | SIP
protocol TCP/UDP/TLS TCP/UDP/TLS TCP/UDP/TLS
interworking H.235
DoS and | Yes ? Yes Yes ? Yes No
Overload
prevention
Call Yes ? ? Yes Yes Yes No
Admission
Control
Legal Yes ? Yes Yes Yes Yes No
Intercept
Emergency Yes ? ? Yes Yes ? ?
services
Media ? ? Yes ? ? ? No
encryption
Media ? ? Yes ? ? Yes No
transcoding
References [Acm02] [Fle05] [Jas05] [Jun05a] [NewO5f] [Nex04] [Sno05]
[Acm04] [Jas04] [Jun05b] [New05g]
[Acm05] [Int05] [Jun05c] [New05d]
[NewO5e]
Yes Functionality exists, but details on methodwuarkenown

No Functionality does not exist

? Support of functionality is unknown




Appendix B: SBC test setup

The following test setup was used to gather tracesder to analyze non-standard SBC

functions in this thesis:
* SIP UA: X-Lite release 1103m build stamp 14262

* NAT Firewall: Fedora Core Linux 3, Kernel 2.6.9-87% Firewall with port

restricted cone NAT configuration

« SBC: Snom 4S NAT Filter session border controll2rlid running on Fedora
Core Linux 3, Kernel 2.6.9-1.667

e IP telephony services provided by Free Wold Dialup
(http://www.fwd.pulver.con)/.

The traces were obtained using Etherdatp(//www.ethereal.comi/network protocol

analyzer running on the firewall node. Call flonagiams were generated using a tool

called SIP Scenario Generatbttp://www.iptel.org/~sipsg/

The setup is illustrated by the Figure below.

Private Network

NAT Firewall

Internet

= =+ Signalling
Media

Figure: Test setup with SBC



