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Objectives

The main objective of this thesis is to study the feasibility of using network
processor solution for both tunnelling and forwarding functionalities of 3G-SGSN
while achieving the primary requirements specified for them, Specifically,

Identifying the requirements for the solution on a general level

Conducting a market survey to look for possible network processor candidates
Evaluation of candidate network processors

Selection of the final solution satisfying the requirements for both, the Tunnelling
Unit TU, and the Forwarding Unit FU of 3G-SGSN
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Introduction

3G-SGSN ( 3rd Generation-Serving
GPRS Support Node), and the GGSN
(Gateway GPRS Support Node)
implement the packet domain core
network functionality

SGSN has to support a variety of
protocols and interfaces at wire-
speed. lu interface is an ATM (STM-1),
and Gn interface is an Ethernet (GE or
FE)

Network Processor Based Packet Processing In 3G-SGSN

Overview of the Packet Domain Logical Architecture

SMSGMSC
SMSIWMSC
E C | CAMEL GSM
1 cd SCF
| MSC/VLR — HLR
D Ge /

—_1—Gc

A lu—— Gs
R Uu lu
[TeH mT FH ut

SGSN

RAN
Gh
|TE|—|R—| MT HH Bss o

Um

Signalling Interface

Other PLMN

—— Signadlling and Data Transfer Interface

Gr .
Gi
Ga

Ga

NOKIA

Billing
System




Introduction- 3G-SGSN Architecture

User-Plane data is
processed by:

Tunnelling Unit, that
suppports:

ATM

AALS5

IPv4 and IPv6
UDP

GTP-U

Forwarding Unit, that
supports:

Ethernet

MAC

IPv4 and IPv6
UDP
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Limitations of conventional packet processing
techniques

Throughput:

"Standard” (e.g. Intel) microprosessors
The development in the speed of RISC/CISC CPUs may not be
coping in the long run with traffic growth.
Also, the processor faces increasing capacity demand due to
possible growth of complex end-user services (Multimedia, QoS),
and the complex protocols to be processed (IPSec,GTP-U)

Programmability & Time to Market :

ASICs and FPGAs programmability resulting from changing standards
and requirements is not flexible enough.

Getting modifications and changes to the market is not as fast as may
be desired with ASICs and FPGAs.
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What I1s a Network Processor ?

w

= Network processor is a programmable P ¢

silicon based device that is designed |

and optimized for the processing of A Typical NP e = |
network data (packets). Network Architecture e Te=>g 7= |} ~= RICElNNe=—=>]T =T

processor optimizations include
hardware and instruction set support AT 3
for high-speed packet classification and Elernents (PE)
packet modification

- Network processor often has multiple Parallel = '"""”"'\’? : =
PE (Processing Element) architecture. A L o
multiprocessor architecture has the -
potential to multiply the amount of ? ~.
processing time that a network corial [l 'EI'D: - i{l}mu o
processor can devote to a packet by the - :

Metwark Processor

number of PE’s. Packet processing can

be either in serial or in parallel Eoany Data Path
= SW is divided between user data-plane oo, e -
(NP) and control plane (Host CPU) szpm Lﬁ

 Statistics reporting
« Configuration, etc.

e NIOKIA
Network Processor Based Packet Processing In 3G-SGSN



Why Network Processor ?

Throughput: Currently as high as 10Gbps
SW programmability: many use C/C++, Assembly, or microcode
Fast design changes and adaptation to new standards:

Code portability makes use of already developed code

Common HW and SW interfaces: NPFU is establishing common
specifications as CPIX (Common Programming Interface) and CSIX
(common Switch Interface) which allow third party copmpanies to
take a market share and thus make design cycle faster

Scalability: NP can scale to different types of networks. Same processor
provides high speed routing at Core, or alternatively QoS, VPN, or IPSec at
Edge or Access network
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Who 1s Who in Network processing ?

0OC-48 (2.5Gbps) Network Processors: 0OC-192 (10Gbps) Network Processors:
Agere APP550 AMCC nP7510
IBM PowerNP NP4GS3 Intel IXP2800 & IXP2850
Intel IXP2400 Agere Payload Plus 10G
Motorola C-Port C5e EZ-Chip NP-1
Others Silicon Access iFlow
Others
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Processing Expected by Network Processor

AALS Reassembly IF/UDP Decaps. GTP Parsing
{Lookup) -GTP Decapsulation
- Assermnbling packet -GTP context
lu [STM-1) from the ATM cells - IP address LU retrval from inner |P
- UDF address LU addr or TEID
- Checksum calc. = Charging cnir (DL}
- Exception handling

IP Lookup and
Forwarding

Layer 2 Processing
{MAC)

Other Functions

UDPIP

- Lawiul Traffic: Interception Encapsulation GTP - Lookup IP addess - Add MAC header
- Packet reordesing (opt.) ps Encapsulation - Forward packet to -2 processing
- PV creation at L2 _ - Construct GTP comesponding
- Packet forwarding to host ':IFI|:deSt. GGSN IP- header of second interface
CPU (IPSec. GTP-C, eic.) :E’" EerP head tunnel to GGSN
- Load sharing (forward to -H & using the same GTP
anather TU) context and TEID
G G
L L
gress flow control L3 Forwarding ngress flow contral, | Y U L3 Processing Egress flow control
- Add switch headar Target Queua E - sirip switch header
lu (STM-1) Targe: queus - Forward packet Y
I . | through switch to FU | Targel queue | Gn [GEFE)
: et | f
Anget queie : s
| fabre
L L
AALS GTP UDPIP © o Layer 3 Forwarding IP Lookup and
Segmentation Parsing Lookup G G Forwarding
-GTP Decapsulation I 1 - Add switch header
- Segment the packet -GTP context retrival - IP/UDF Laokup c C - Forward through | - Lookup IP address
from inner IP addr or - UDP termination switch to TU - Forward Packet o
to ATM cells !
TEID | comesponding
- Charging cnir (UL} intesface
UDPIP GTP Ingress flow control Layer 2 Processing
Encapsulation Encapsulation L3 Forwarding {MAC)
.
- Fill RNC |P header - Construct GTP header - Strip switch header - Sitrip MAC header /
- Fill UDP header of second tunnel to Target quaua - L2 processing Gn (GEIFE)
RMC using same i & -
context and TEID :

Tunnelling Function Forwarding Function
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Agere APP550 Network Processor

= ldentify protocols

= Reassembly of packets (IPOATM)
* CRC calculations

» Determinestic lookups

Classifier PODU SED SED
PDU Buffer Buffer Context Parameter
Memory Memory
MAC RX ‘ MAC TX
Interface Interface
PDU Stream SPI-3f
| Rl Assembler Editor UTOPIA
nput (SED) Qutput
Interface ' Interface
Coprocessor [\ i ]
Input X ¥ * SPI-3
ificati Pattern Reorder
g'r?,zf‘.g,'ﬁat"" Classifier PrcE:cessing - %ufff{er.-‘ s Ir'af;fitl: Traffic
- > ngine uffer cheduler
Memory Manager ! Shaper Manager\
Ciassifier -
Control *
Memory -
State Engine # External
7 Packet Scheduling [
Statistics Generation Interface
and Engine
PCI Policing || 2.6MB -
Engine Internal
Me maory
e Communicates with host CPU
® Malnta_'lns State Of ﬂOWS or Statistics Scheduling Scheduling Scheduling
connections Policing Linked List Queue Parameter
Memary Memory Memory Memory

= Policing of media connections
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e Performance: Multithreaded
(64 threads) 2.5Gbps full-duplex

» Protocols: IPv4,6,UDP,GTP,AAL5
» Interfaces: GbE,FE,ATM

* Programmablity: Functional
Programming Language (FPL)

Cutput

Coprocessor
Output

= Assembling PDU into Scheduler
PDU buffer

« PDU buffer managemant

= Scheduling

e Transmitting PDUs to
downstream logic
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IBM Power NP4GS3 Network Processor

- Forward frame to SF

- Schedule the frame
for transmission to SWI

DOR SDRAM (10t0 13
ZBT SRAM (2)

?

e Performance: Multithreaded
(32 threads) 2.5Gbps full-duplex

= Protocols: IPv4,GTP,UDP,AAL5S
 Interfaces: GbE, FE,(ATM)
* Programmablity: Picocode

- 8 Protocol Processors
- 4 threads per Processor
- 10 shared coprocessors

DDR SDRAM (4]

\ (11T I
I * *
Ingrefs Switch ] Egrese Switch
qress EDS Irferface M Intqrface = Egress EDS
sl N—
I Encuiyer
- Process frame data: Embedded 405 SPM sy o
modify and then direct Power PG Interface s
it to Ingress EDS or — T\ — —
: I — Embedded L |
discard Processar
Et%tri Complex
M Ingress PR A Egress FMM j
/ Multiplexed MACS Multiplexed MAC
|
/ !
- Identify frame
_ Enqueue it to // DM* Bus 8] flllElus
EPC - Recive frame I Physical Layer Devices | |

- Forward it to
Ingress EDS
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Motorola C-5e Network Processor

Q-5 Traffic
Management
» Performance: 2.5Gbps full-duplex SRAM Ml Coprocessor
Queue Storage | - (optional)
» Protocols: IPv4,GTP,UDP,AALS

- Interfaces: GbE, FE,ATM C-5e NP

Queue Management
Unit

= Programmablity: Microcode, and
C/C++

4
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Intel IXP2400 Network Processor

» Performance: Multithreaded (8
threads/ME) 2.5Gbps half-duplex

T . . e Protocols: IPv4,6,UDP,GTP,AALS5
Pipelined MicroEngines
For store and forward processing serialze packet processing e Interfaces: GbE,FE,ATM

* Programmablity: Micro-block
code or C for ME, C/C++ for XScale

! frames from the interfaces

CTNT I | | 22-bit
G4 &

128 Bytes

or CSIX

Inerface to Host CPU

e lE amﬁ frames to the switch fabric

128 Bytes

N
T

Host control CPU (Optional)

for TLU or coprocessors (IPSec,CAMs)
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Selected Solution 1/4: Criteria

eEvaluation of the candidate network processors was based on:

-Own assesment

-Vendors’ offered proposal of the solution (not public)

e|ssues evaluated include:

PERFORMANCE
Aggregate Throughput
BW to Switch Fabric

No. of concurrent GTP
Tunnels required

Headroom for Future

INTERFACES
GE Interface Support
FE Interface Support

OC-3 Interface
Support

Switch Fabric
Interface

Host CPU Interface
Coprocessor Interface

Memory Interfaces
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PROTOCOLS
GTP Support
AALS Support
UDP Support
| Pv4 Support
IPv6 Support
| PSec Support

QoS Support

SOFTWARE
Programmability
Code Portability

Tools and Services

OTHERS

Integrity

Power Consumption
Cost

Vendor Reliability

Previous Co-operation
with Vendor on NP's
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Selected Solution 2/4: Comparison
Intel IXP2400 (Selected in the thesis):

+ It supports all (except for I1PSec, supported in 1 XP2850) the protocols and interfaces needed by the 3G-
SGSN

+ It has sufficient processing power for the performance needed (dual 1 XP2400 or single I XP2800)

+ Intel is aleading el ectronics manufacturer with lessrisk, to leave the market at least in the near future

+ More powerful offering is available for future using IXP2800 with more headroom (SW reuse)

+ Good software and tools offerings

- 1XP2400 needs external chips such as MAC

- It has rather high power consumption, 16W max@600MHz

Motorola C-5e:

+ It supports all (except for IPSec) the protocols and interfaces needed by the 3G-SGSN
+ Good software and tools offerings

+ It hasintegrated MACs

- Power consumptionsis rather high, 13W
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Selected Solution 3/4: Comparison

Agere APP550:

+ It supports al (except for |PSec) the protocols and interfaces needed by the 3G-SGSN
+ Its FPL is efficient for programming the engines.
- The number of GTP tunnels supported per APP550, is less than the set requirement

IBM NP4GS3:

+ It supports all (except for 1PSec) the protocols needed by the 3G-SGSN

+ Good support for Ethernet interfaces with HW integrated MACs

- It does not support ATM interfaces by default. External chips are needed

- IPv6 is not among the SW offerings of IBM, sample | Pv6 forwarding code though exist
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Selected Solution 4/4: System Architecture with
Intel 1XP2400
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Conclusions 1/2

Increasing volume of 3G-traffic with user data packets becoming shorter
In size (due to RT-apps) , requires higher performance capacity for packet
processing with specialized HW and flexible SW in 3G-SGSN

Network Processors offer performance and flexibility

Comparison between Network processor is difficult task because:
Network Processors have different HW architectures and SW models

Shortage of benchmarking data
Reluctance of vendors to release detailed information about
performance and application implementation, due to strong

competition

The design transition to Network Processor technology raises some

ISSUes:
High cost (range: $300-$500/NP)
Learning needs on how to design NP SW, new prog. languages
Market stability: vendors lifetime

NOKIA
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Conclusions 2/2

Intel IXP2400 Network Processor is a feasible solution for the 3G-SGSN,
offering sufficient performance and headroom for future development

Questions?
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