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mm. What Is Intrusion Detection
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Intrusion detection systems (IDSs) are designed for
detecting, blocking and reporting unauthorized

activity In computer networks.

“The life expectancy of a default imstallation of Linux Red
Hat 6.2 server Is estimated to be less than 72 hours.”

“The fastest compromise happened in 15 minutes
(Including scanning, probing and attacking)™

“Netbios scans affecting Windews compuUters were
executed with the average of 17 per day’”

(seurce: Honeynet Project)




mm. What Was/ Done In the Thesis
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A detailled literature study and analysis of the
current state and problems of intrusion detection.

e Generic architecture planning analysis and two
case studies of IDS deployment

eArchitecture design based on Snort/ACID + LAMP
(Linux, Apache, MySOQOL, PHP) based IDS +
evaluation of this architecture

sInternet hacker activity measuremenis (about
month)




““HH. 1. Motivation for Intrusion Detection

12 Months (source CSI/EBI Study)
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“HN. 1. Moetivation for Intrusion Detection
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“““. Most Common Attacks (source CSI/FBI)

”"m Iniyear 2002 most common attacks were:

1. Virus (78%)
“““ . Insider Abuse oft Net Access (78%)
. 3. Laptop theft (55%)
4. Denial of Service and System Penetration (40%)

“"“. 5. Unauthorized Access by Insiders (38%)

||“. (Yellow color shows the items, which IDSs can decrease)

“
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“HI\. 2. Different Types of IDSs
i

“““. Application-, IHost- and Network IIDS

<

»

“““. Applications IDS

4 — Wateh application legs
|

“"“. — Watch user actions
— Stop attacks targeted against an application

H\“\. - Advantages
<

— Encrypted data can be read

| - Frobiem:

4 — Positioned too high in the attack chain (the
attacks reach the application)




NII\. 2. Different Types of IDSs
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“““. Application-, Host- and Network IDS

HH“. Host IDS

— Wateh kernel eperations
”"m — Watch network interface
. — Stop Illegal system operations
— Drop attack packets at network driver

L
uuu . Advantages

— Encrypted data can be read
“"“. — Each host contributes to the detection process

o Problems

— Positioned too high i the attack chain (the
attacks reach the network driver)
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NII\. 2. Different Types of IDSs

“““. Application-, Host- and Network IDS

HH“. Network IDS

— Watch network traffic
“"“. — Watch active services and SErvers

— Report and possibly stop network level attacks

Iy - Advantages

— Attacks can be stopped early enough (lbefore
they reach the hests or applications)

“"“. — Attack Information from different subnets can be
correlated
o Problems
— Encrypted data cannot be read

— Annoeyances to nermal traffic If for socme reason
nermal traffic Is dropped



N\IH. 2. Different Types of IDSs

““N. Application-, Host- and Network IDS - Comparison
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mm. 3. Simple Process Model for ID

mm. diagram
“““. Parse data, filter data and execute

Detection Algorithms

/
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“"“. For example applications log

network driver, or network cable

Drop packets, send alerts,
update routing tables,
kill processes etc.




mm. 3. Simple Process Model for ID
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“““. Misuse Detection
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4 — often called signature-based detection

— Search attack signatures, which are patterns,
byte code or expressions belonging to a specific

method

“““ - A signature is created by analysing an attack
], . —The patterns are stored inside the IDS

“"“ Example Rule:

U Alert tcp 1192.168.1.0/24 any -> 192.168.1.0/24 111
""“. (Content: “|00 01 86 A5|" ;msg:” External Mountd access’;)
<
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mm. 3. Simple Process Model for ID
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“““. Anomaly Detection

4,

“““. “Distinguish abnormal from normal”

“"“. Threshold Detection

X events in Y seconds triggers the alarm

“““. Statistical Measures

e Current traffic profile matches the "normal” profile

Rule-Based Methods

“”“. = Jack never logs in at 6 to 8 AM

e If Jack just sent email from Espoo office, he should not

WWIWIHI\I send email from New York office at the same time
..




““m. 3. Simple Process Model for 1D
<

““N. Anomaly/Misuse Detection — Comparison

4 |||“. Method Misuse Detection Anomaly Detection
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mm. 3. Simple Process Model for ID
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eAlerts and notifications: email, SMS, pager
(important issue: alert path must be bulletproof)

eIncrease Surveillance: log more

eThrottling: slow down malicious traffic

eBlocking Access: drop data, update firewall/router
Nuke the Attacker: Eye for an eye tactics

eHoney Pots and Padded Cells: route the hacker to
a fake system and let him play freely




mm. 3. Simple Process Model for ID
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Y oetection Rate

4,

H\H\
. Bayesian Detection rate

(no false positives)

\|||H|
differs from Detection rate
“““. (true and false positives)

eTrue negative, TN, is a not an attack and is correctly classified as benign.
eFalse positive, FP, is not an attack but has been classified as an attack.
eFalse negative, FN, is an attack that has been incorrectly classified as a benign.

“"“. -True positive, TP, is a malicious attack that is correctly detected as malicious.
“"“ Detection rate is obtained by testing the IDS against set of intrusive scenarios

1 “...The false alarm rate is the limiting factor for the performance in an IDS”.
i
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“““. Technigues used In the Intrusion Detection

.
Y For protection
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4. Advanced Technoelogies

«Stream Reassembly: follow connections and sessions

eTraffic Normalization: see that protocols are followed

e Bayesian Networks: Data mining and decision networks
eGraphical IDSs (for example GrIDS): use graphs to model attacks
eFeature equality heuristics: port stepping, packet gap recognition
eGenetic Programming, Human immune systems

e Tens of research systems exist

For Attacks
e Evasion methods (fragmentation, mutation etc.)

«IDS trashing (DoS tools to like stick/snot to crash IDS capability




N||\. 6. Measurements

HHH. Goals

“"“. Ver|fy the following hypothesis:

Evaluate the performance of the architecture.

There Is first a probe or a scan and then an

HHH. e

An attack Is a likely conseguence of browsing
hacker sites and newsgroups.

“"“. There are daily variations in hestile activities.

s [here are geographical variations in hostile
activities.




W 6 Measurements
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“““. Architecture (laboratory)

' —
Hm“. Public Network

VALIDATION HOST
||“. EI:I e
ﬁ S| METWORE TOOLS,
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‘m“ 10ME HUE STEALTH SMNORT, S3HD
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W 6 Veasurements

“““. Architecture (home)

P3 600EB 512MB RAM,
Windows XP

Snort 1.9.1

| DSCenter

MySQL
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NIC1
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Apache

JavaPot
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Remote Desktop
Administration




MIIF 6. Measurements

ww. Architecture Evaluation: Alert Throughpuit (lab)
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\HNI\. 6. Measurements

m““\. Compilation off Results

-
Weastrementperiod | a0 | 7 [ a8
Uniuealerts [ 17 | 4% [ 1o

PortscansperDay |
Source ports (TCP/UDP) |

Destination ports (TCP/UDP) 904 / 25 270/ 4 1241/ 2
Traffic Profile (TCP/ICMP/UDP) 92% / 7% /| 1% 98 % /1% / 1% 92 % /8% /<< 1%

“m. . Micresoft Internet Information Server related attacks (97,2% home, 46,79% lab
. Brute-force or randoem FTP-login attempts (0,19% heme, 38,19 % lab)
. POP3 bad legins and USER overflow attempits (0% home, 11,09% lald)
. Bad Port O UDP or TCP traffic (0,66% heme, 1,53% lal)
. MS-SQL Woerm Propagation attempt (0,98% home, 0,74% lab)
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6. Measurements

Is there any reconnaissance before an attack?

*NO reconnaissance events before an attack could be
Identified

o[ here were no reconnalssance events and attack
events from the same IIP-address.

<fime recurrence could net be used as a
reconnaissance to attack mapping variable, as there
IS very much noise traffic — mostly generated by
Microsoft Internet Information Server related worm
attacks.

sAttacks are mostly worm related, autemated or
executed randomly.
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\HNI\. 6. Measurements

m““\. IS there any reconnaissance before an attack?
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N||\. 6. Measurements

Does hacker site browsing result in increased attack

mm.

\HH\.
sDuring the seven-day “hacking  peried®,
“"“. notorious hacker and terrorist group sites were
visited, pinged and scanned.

“““. sThe Increase of alerts per day was only 21% and
It could result from short-term changes In the

“"“. attack activities.
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6. Measurements

Do hostile activities have any daily or hourly
variations?

s Thursday seemed to be most active — weekend was
net very active

sAfternoon and evening hours seem to be qguite
active

sMoerning hoeurs are the most quiet

slfhere Is a high variance In daily and hourly
activities

- This prohibits the use of variations In for example
human reseources planning (for example how many

system administraters guard the network In the
nighit)




m l‘M 6. Measurements

Do hostile activities have any daily or hourly

HHI\. variations?
m “F 0 Home (%) @ Laboratory (%) O Laboratory (no spikes) (%)

42 5,
G20

Thu
Day of Week

B Home (So0) @O Laboratory (2o) O Lab (no spikes) (2o0)

(=] 10 112 12 13 14 15 16 17 18 19 20 21 22 23
Hour of Day
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W 6 Veasurements

“““. Do attack activities vary by geographical lecation?
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sMost attacks come from developed countries,
which have Ilots of computers and Internet
connections. Unlike expected, the traditional
evil-axis countries like Remania and Israell were
net very active.

csAboeut 70%) off addresses had a proper DINS entry
and they could be resolved to seme domain.
Table 24 shoews the most active demains. Only
20% (heme) and 10% (laboeratory) of addresses
could be mapped to geographical coordinates
using CAIDA’s service and a custom bullt
mapping tool.
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““”. Suggestions and Improevements

“““. e DO not run Microsoft IS web-Server

”"H s A random heme computer with Internet connection
‘. received over 3000 attacks In one moenth > Use
Firewalls at your home!!

“““. Network IDS cannot cateh all attacks like browser
hijacking. For this reason, a host IDS Is required too

“"“ (personal firewalls bundled with real-time virus-
scanners are almost like host IDSs already). Is
somebody reinventing the wheel?

HH
||. eSome paranoia Is just for good:
ﬂ “I pulli the network cable every time | leave the office™
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