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Abstract

LAN Emulation (LANE) over ATM is an ATM service defined by the ATM Forum. LANE enables all existing LAN applications to run in ATM environment. ATM network can be used as a backbone for interconnecting legacy LANs and ATM attached end stations. The first version of LANE Implementation Agreement (LANE version 1.0) contains only LAN Emulation User-Network Interface (LUNI) specification. The second version (LANE version 2.0) contains both the LUNI and the LAN Emulation Network-Network Interface (LNNI) specifications, thus allowing more scaleable and robust emulated LANs to be configured than in LANE version 1.0.

In this presentation the LANE service, its components, configuration, operation and performance are described. The emphasis of the presentation is in describing the operation and capabilities of the LAN User-Network Interface (LUNI) as defined in LANE version 2.0. Also the LANE as a service concept is discussed and the motivations behind it are explained. Specification work of the other part of the LANE version 2.0, namely the LNNI, has not yet been finalized in ATM Forum. Because of this the LNNI is discussed only shortly in the text. In the end of the text the role of the LANE in the Multiprotocol over ATM (MPOA) service concept is explained. The availability and deployment of LANE-capable products are touched in the end by providing URLs for detailed information.
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introduction

LAN Emulation service has been specified in [1, 2 and 3]. In this presentation the description of the two versions of the LANE have been merged and the features that are available only in LANE v2.0 have been pointed out in the text.

The ultimate purpose of the LANE service is to hidden the use of ATM from the LAN applications that need to exchange information over an ATM networking environment. LANE service has been targeted to the environments where there is e.g., an ATM backbone within the corporate or campus network. ATM itself provides means for high-performance and QoS aware networking for data communication. Due to the wide range of legacy LAN applications the LANE service concept is seen important to the acceptance of ATM in general in the LAN/WAN domains. It is emphasized that LANE emulates the MAC layer service features (Ethernet/IEEE 802.3 and IEEE 802.5). That is, it does not provide interworking for network layer protocols (e.g., Internet protocol). The following LAN-like characteristics are emulated in LANE service:

1. Connectionless service

LANE provides the appearance of the connectionless medium to the participating end systems regardless of the underlying connection-oriented ATM environment.

2. Multicast service

LANE supports the use of multicast MAC addresses, e.g., broadcast, multicast and functional group addresses.

3. MAC driver interface

The main objective of the LANE is to hidden the ATM specific characteristics from the legacy LAN applications. LANE offers them the conventional MAC driver service primitives allowing the legacy applications to access the ATM networks through their existing protocol stacks as if they were running over legacy LANs. The MAC device driver interfaces provided by LANE to upper layers are e.g., NDIS (Network Driver Interface Specification), ODI (Open Data-Link Interface) and DLPI (Data Link Provider Interface).

4. Logical LANs (i.e., virtual LAN segments)

LANE offers a standardized means for configuring Virtual LANs (VLAN) within a single network.

5. Interconnection with legacy LANs

The LANE service provides not only connectivity between the End Systems directly attached to the ATM network but it also provides seamless connectivity with LAN-attached end stations

1. LAN emulation architecture

LAN Emulation service architecture is depicted in the following figure. In the figure it is seen that the LAN Emulation User-Network Interface resides between the LAN Emulation Client (LEC) and the LAN Emulation Service. Furthermore, the LAN Emulation Service is comprised of three logically separate service component, namely the LAN Emulation Configuration Server (LECS), LAN Emulation Server (LES) and Broadcast and Unknown Server (BUS). In addition to the given three LE Service components there can be also Selective Multicast Servers (SMS) as part of the LANE version 2 LNNI implementation [3].
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Figure 1.  LAN Emulation service architecture [2].

The roles and functions of the different LANE components shown in the Figure 1 are described later in the text. 

The next figure depicts the LANE protocol stack that needs to be implemented in the LAN Emulation Client. From the Figure 2 it is seen that the LAN applications do not need to know about the underlying LANE service at all. In LEC there is the legacy MAC driver interface provided by the LEC implementation. LEC performs all the necessary actions in order to provide the LAN-like connectivity for the higher layer applications. Connection management for the LEC is based on ATM Forum's User-Network Interface signalling (UNI version 3.0 or later) application. That is, the service relies on the Switched Virtual Connection (SVC) service. Semi-Permanent Virtual Connections (PVC) are also applicable as a secondary alternative. Also the mixed use of both SVCs and PVCs is applicable over LUNI. 

All LANE connections use ATM Adaptation Layer type 5 protocol [4] with null-SSCS function (Service-Specific Convergence Sublayer). "LLC Mux" block shown in the Figure 2 refers to the LANE version 2 feature that enables LLC/SNAP multiplexing [5] instead of VC multiplexing. In LLC/SNAP different protocols can be conveyed in a common AAL5 VCC. In LANE service this feature can be used for the sharing an AAL5-VCC among users of different Emulated LANs. LANE version 1.0 supports only VC multiplexing which refers to the conveyance of different protocols and/or ELAN users in their dedicated non-shared AAL5 VCCs.
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Figure 2.  LAN Emulation protocol stack
1.1 Emulated LAN

An Emulated LAN (ELAN) provides the functionality of a single LAN segment. LANE supports the emulation of both Ethernet/IEEE 802.3 and Token Ring/IEEE 802.5 segments. In the Figure 1 on page 6 the given architecture represents a single Emulated LAN. Emulated LANs are further discussed in the chapter 5. 

1.2 LAN Emulation User-Network Interface

LAN Emulation User Network Interface (LUNI) is the interface resides between the LAN Emulation Clients (LEC) and LAN Emulation Service (ref. Figure 1). LEC and LE Service interact through the LUNI according to the rules specified in the corresponding LUNI Implementation Agreement [1, 2]. LUNI provides the following functionality for the LEC:

1. Initialization

2. Registration and BUS Initialization

3. Address Resolution 

4. Data Transfer

The Connection management services of the LUNI are involved in all the above mentioned functions.

In order to provide the given functions the LANE provides the following protocols for the interaction of the LEC and LE Service:

1. Configuration

2. Join

3. Registration Protocol

4. Address Resolution Protocol (LE-ARP)

5. Data Transfer Protocol

6. Flush Message Protocol

7. Verify Protocol

8. Termination Protocol

The listed LUNI functions are further described later in the text.

1.3 LAN Emulation Service Components

In this chapter the functions of the LEC and LE Service components (LECS, LES and BUS) are explained. The Figure 1 on page 6 can be used as a reference in the following. The LE Service components can be implemented in any combination of ATM switches and ATM attached end stations (e.g., bridges, routers or end stations). A LE Service component may also be co-located with a LEC.

1.3.1 LAN Emulation Client

LAN Emulation Client (LEC) provides a virtual (i.e., emulated) interface onto an Emulated LAN. LEC is implemented in an ATM End System that is either an ATM End Station or an intermediate System (e.g., a LAN bridge or a router with ATM interface). A LEC accesses the LE Service via LUNI that is an ATM based interface towards the LAN Emulation Service itself (ref. Figure 2). One LEC can offer only one MAC service interface to the ELAN. In an ATM End System there must be one LEC for each ELAN that needs to be accessible by the given End System. LANE specifications define the LEC functionality for both Ethernet/IEEE 802.3 (both LLC and DIX Ethernet framing) and Token Ring/IEEE 802.5 type of ELANs.

A LEC is typically implemented either as part of the software driver (between the Operating System and the ATM hardware) in the end system or on a special processor that is part of the ATM Adapter (ATM Network Interface Card) of the end system. Currently most of the ATM NICs on the market contain LEC version 1.0 software.

In the LEC the following configuration settings are configured in the Management Information Base of the LEC (LEC MIB) [6, 7] via LEC Layer Management interface. In addition to the listed parameters a LEC must know its local unicast MAC address. A LEC may have one or more unicast MAC addresses.

-Primary ATM End System Address (AESA) of the LEC 

(LEC_ATM_Address). A LEC may have one or more secondary AESAs and they can be added during the operation of the LEC.

-Address of the LECS or Address of the LES 

(Server_ATM_Address). Depending on the configuration mode the LEC needs to know either the address of the LECS or LES. If the LEC has been configured into auto-configuration mode then the Server_ATM_Address may be null. 

-Type of the LEC 

(LEC_Proxy_Class). This parameter defines whether the LEC acts as a proxy or as an individual MAC client. A proxy may have several MAC clients attached to it.

-ELAN Type, ELAN Name and Frame size 

(Requested_LAN_Type, Requested_LAN_Name, Requested_Max_Frame_Size). These parameters define the characteristics of the ELAN that the LEC should join.

There are also other parameters defined in [1, 2] that are to be configured by the Layer Management. However, the listed parameters are seen the relevant ones in the scope of this presentation.

1.3.2 LAN Emulation Configuration Server

LAN Emulation Configuration Server (LECS) stores the configuration information of all its Emulated LANs. The configuration information contains the names and types of the ELANs and their corresponding LAN Emulation Server addresses (AESA). A LECS may serve one or more different ELANs. The function of the LECS is to assign an individual LEC to its ELAN by providing it the address of the corresponding LAN Emulation Server.

The Initialization of the LAN Emulation Client contains the following five phases: LECS connect phase, Configuration phase, Join phase, Initial registration phase and BUS connect phase. The LECS is involved in the first two phases. However, it is emphasized that these two phases may be by-passed if all the needed information is available in the LEC beforehand.

In the LECS connect phase the LEC establishes a Configuration Direct VCC to its LECS. A LEC may determine the ATM End System Address of the LEC in one of the following ways: 1) The address is stored in the LEC (Server_ATM_Address), 2) it is provided by the ATM switch via Interim Local Management Interface (SNMP ILMI) protocol or 3) LEC uses the well-known AESA for the LECS. If all these procedures fail then LEC may try VPI=0, VCI=17 (reserved) VCC for the connection. 

After successfully establishing the Configuration Direct VCC towards the LECS the LEC moves into the Configuration phase. It obtains the AESA of the LES from the LECS via LE Configuration protocol. The LEC may also obtain additional configuration parameters of the ELAN it wishes to join. The LEC sends a LE_Configure_Request message to the LECS on Configuration Direct VCC. The message contains at least the following parameters: primary AESA of the LEC, MAC address of the LEC (optional), name and type of the ELAN the LEC wants to join. The LECS responds by sending a LE_Configure_Response message to the LEC. The message contains the address (AESA) of the LES and the ELAN-ID for the Emulated LAN as well as the ELAN type and MAC frame size to be used. The policy, which is used by the LECS to assign a LEC to an ELAN, has not been strictly specified. It can be based e.g., on the name of the LAN the LEC advertises in the request or on the physical location of the LEC (deduced from its AESA) or on the MAC address of the LEC (if available in the request).

After the Configuration phase the Configuration Direct VCC may be released. In [2] it has been proposed some other potential use for the Configuration protocol in addition to the basic configuration procedure described above.    

1.3.3 LAN Emulation Server

LAN Emulation Server (LES) is the key component of the LE Service. It is responsible of all the control co-ordination functions of its ELAN. A LES stores information of the registered ELAN members (LEC-ID, LEC type, etc.) by maintaining a registration database. Each LEC can be connected to only one LES at a time.

In the LEC initialization the LES is involved in Join and Initial registration phases.

After obtaining the LES address the LEC moves into Join phase and initiates the registration process by establishing a Control Direct VCC to the LES. After the successful establishment of the VCC the LEC sends a LE_Join_Request message (Join protocol) towards the LES. The message contains the following parameters: Primary AESA of the LEC, Unicast MAC Address of the LEC (optional), LAN type, LEC type (proxy/single ES), ELAN name, LEC capability (LANE v1/v2), etc. A LEC may implicitly register one of its local unicast MAC addresses by including it into the request message. In any case the LEC can perform the address registrations after the successful join. After determining whether the requesting LEC is allowed to join the ELAN the LES responses by sending a LE_Join_Response to the LEC. It contains either the confirmation or denial of the original request and the LEC-ID assigned by the LES for the LEC and also the ELAN-ID of the given ELAN. As soon as the LES has accepted the LEC to join the ELAN it may add the LEC into its Control Distribute VCC. As a result the LEC must be capable of accepting the establishment of the VCC (i.e., incoming setup) as soon as the request message has been sent. The response is sent either on the bi-directional Control Direct VCC or on the uni-directional Control Distribute VCC.

After the successful join the LEC may perform additional address registrations or the initial address registration if the local unicast MAC address were not included in the LE_Join_Request message. There are four messages defined in the Registration protocol: LE_Register_Request, LE_Register_Response, LE_Unregister_Request and LE_Unregister_Response. The LE_Register_Request message is used by the LEC to register one destination MAC address – ATM address pair for the LEC. The registration protocol uses the Control Direct VCC from the LEC direction and either the Control Direct or Control Distribute VCC from the LES direction.   

The LES stores all address registrations into its registration database and uses the information in the Address Resolution procedure (ref. Chapter 4.1).

1.3.4 Broadcast and Unknown Server

Broadcast and Unknown Server (BUS) plays an essential role in providing the LAN-like multicast emulation for the ELAN. The BUS is responsible of handling all data frames sent by a LEC to multicast MAC addresses (broadcast, group and functional addresses). BUS also delivers all unicast data frames of the LEC before the LEC has resolved the ATM Address of the corresponding destination MAC address. As a result of its involvement in the forwarding of all broadcast, multicast and unknown data frames the BUS may become a bottleneck of the ELAN in view of latency and/or frame losses. Depending on the policy of the given LEC the loading of the BUS can be reduced. In [3] the Selective Multicast Server (SMS) has been introduced in order to offload the corresponding BUS in multicast frame forwarding.

A LEC connects to its BUS in the BUS connect phase which is the final phase in the LEC initialization procedure. Only after connecting successfully to the BUS the LEC becomes an operational member of the ELAN. The destination MAC address of the BUS is the well-known broadcast MAC address (all 1s). A LEC resolves the ATM address of the BUS by sending an address resolution request for the BUS MAC address. The BUS responses by sending its ATM address. Each operational BUS has one or more AESAs. After obtaining the address of the BUS the LEC establishes a Default Multicast Send VCC to the BUS. In response the BUS adds the LEC into its point-to-multipoint Multicast Forward VCC. During its operation as an ELAN member the LEC may establish additional Multicast Send VCCs into its BUS. If the connections to the BUS are lost and cannot be re-established then the LEC must terminate its membership in the given ELAN.

A BUS is often co-located with its LES. Then the combined service entity is simply called a LES-BUS.

1.3.5 Selective Multicast Server

Selective Multicast Server (SMS) has been introduced in [3]. It is only available in the LANE Version 2 capable ELANs. Its sole purpose is to efficiently forward all multicast data frames it receives. Whenever a LEC has multicast frames to sent it sends an address resolution request to its LES. The LEC may start sending the data frames to its BUS before it has received the address resolution response. The LES sends in response to the address resolution request either the address of the BUS or the address of the SMS.

Details of the operation of the SMS can be found in [3]. 
1.4 LAN Emulation Connections

The LAN Emulation connections have been partly introduced already in the previous chapter. In this chapter the different types of LANE connections over LUNI are described. 

All connections over LUNI are realized as AAL5 Virtual Channel Connections (AAL5 VCC). There are six different connection types present in LUNI. They are identified by using the Broadband Low Layer Information (B-LLI) Information Element in their corresponding UNI signalling setup message. In general the B-LLI provides a means for compatibility checking by the called user before accepting the VCC establishment. In the B-LLI there are identified e.g., the following characteristics: User Information Layer 2 protocol {LAN LLC [ISO8802/2]} (for LLC multiplexed VCCs), Layer 3 Protocol ID {ISO/IEC TR 9577}, SNAP OUI {ATM Forum} (Organizational Unit Identifier), Protocol Identifier {type of the VCC in question, e.g., Control Direct VCC}.

The differentiation of the VCCs and LE entities is achieved by the combination of B-LLI, AESA and LLC point code. The LLC point code is conveyed in the header of every LLC multiplexed data frames. In LANE the Selector octet (SEL) of the AESA is also used and the AESAs having different Selector value are treated as different ATM addresses.

The ATM network in the LUNI must support the transfer of the following optional (in UNI signalling specification) Information Elements in the setup message: AAL parameters, B-LLI and Calling Party. 

1.4.1 Control flows

There are three different control flows present in the LUNI.

1. Configuration Direct VCC is a bi-directional point-to-point VCC between the LEC and its LECS. It is established by the LEC in the LECS Connect phase. B-LLI indicates {0001, LE Configuration Direct}. The Configuration Direct VCC is used in the following Configuration phase for obtaining configuration information of the ELAN the LEC wishes to join (ELAN type and name and the LES address, etc.). The LEC may release the VCC after the Configuration phase.

2. Control Direct VCC is a bi-directional point-to-point VCC between the LEC and its LES. It is established by the LEC in the Join phase following the Configuration phase. The address of the LES has been obtained from the LECS via the Configuration Direct VCC. The Control Direct VCC is used by the LEC for joining the ELAN and for further registrations of the destination MAC address – ATM End System Address pairs. The VCC must be maintained for the lifetime of the LEC membership in the ELAN.

3. Control Distribute VCC is a uni-directional point-to-multipoint VCC between the LES and its LECs. It is established by the LES for distributing control traffic to the LECs. It may be used as the return direction for the Control Direct VCC. The usage is decided by the LES. Each joining LEC must accept the establishment of the Control Distribute VCC (i.e., the adding of the particular LEC into the pmp-VCC). If established then the connection must be maintained for the lifetime of the LEC membership in the ELAN.

1.4.2 Data flows

There are three different types of user data flows present in the LUNI.

1. Data Direct VCC is a bi-directional point-to-point VCC between the two communicating LECs within the same ELAN. It is established by the originating LEC for unicast data transfer to the destination LEC. The AESA of the destination LEC is solved via Address Resolution mechanism (LE_ARP_Request). ARP provides the corresponding AESA of the destination LEC in response to the destination MAC address. The connection is either a non-multiplexed or LLC/SNAP multiplexed VCC. LANE version 1–capable LECs support only the VC multiplexing, i.e., the non-multiplexed Data Direct VCCs. A LEC my have one or more Data Direct VCCs simultaneously active. 

LANE version 1.0 allows only Unspecified Bit Rate (UBR) service for all LANE data flows. That is, there are no Cell Loss Rate (CLR) nor Cell Transfer Delay (CTD) guarantees for the VCCs. As a result the connections provide only best effort performance. LANE version 2.0 supports by default both the UBR and Available Bit Rate (ABR) service categories. The usability of the ABR depends on whether it is supported by the intermediate ATM network or not. In addition to these categories additional locally defined QoS is supported by the LANE version 2– capable LECs. This allows the LEC to establish a Data Direct VCC with the QoS better than provided by UBR or ABR (e.g., CBR with bw, delay and loss guarantees).

2. Multicast Send VCC is a bi-directional point-to-point VCC between a LEC and its BUS. It has to be established by the LEC after the Join phase in the initialization procedure. AESA of the BUS is obtained via Address Resolution procedure where the destination MAC address corresponds to the well-known LAN broadcast address. The Default Multicast Send VCC becomes associated with the broadcast MAC address. Only the non-multiplexed operation mode is allowed for the VCC, that is, no protocol multiplexing can be used. The VCC is used by the LEC for sending broadcast and multicast traffic as well as unicast frames before the Address resolution response has been received for the establishment of Data Direct VCC.

A LEC may resolve additional multicast addresses and establish additional Multicast Send VCCs based on the received AESAs. These additional Multicast Send VCCs are called Selective Multicast Send VCCs as they have been associated with specific multicast addresses. A Selective Multicast Send VCC may be terminated in the BUS or in a Selective Multicast Server (SMS) in the LANE version 2– capable ELANs.

3. Multicast Forward VCC is a uni-directional point-to-multipoint VCC between the BUS and its LECs. It is used by the BUS for distributing broadcast, multicast and unknown traffic within the ELAN. Each LEC must become a member of at least one Multicast Forward VCC before becoming a member of the ELAN. A BUS may establish additional Multicast Forward VCCs to the LECs on demand. BUS may forward frames towards a LEC either on a Multicast Send VCC (bi-directional ptp) or on a Multicast Forward VCC (uni-directional pmp). In any case the LEC shall not receive duplicated frames on both VCCs. As the Multicast Forward VCC is a shared VCC among several LECs the BUS must perform AAL5 PDU level serialization before forwarding the frames into Multicast Forward VCC.

Also the SMS may have one or more Multicast Forward VCCs to the LECs. These VCCs are used solely on forwarding certain multicast frames having specific multicast addresses. SMS does not forward broadcasts or unknown unicast traffic.
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Note: Selective Multicast Server (SMS) [3] is not shown.

Figure 3.  Connection over LAN Emulation User-Network Interface (LUNI).

1.4.3 LANE Data transfer example

In order to clarify the operation of the LANE service the data transfer in the Emulated LAN is summarized in the following list.

1. A LEC has data frames to send. Frames are received through the LANE service interface from the application layer

2. LEC sends a LE_ARP_Request control frame on its Data Direct VCC to its LES

If the address binding for the destination MAC address in question has been cached in the LEC then no ARP is needed.

Before the LE_ARP_Response is received from the LES the LEC may send the unknown data frames to its BUS on Multicast Send VCC. Alternatively the LEC may buffer or discard the frames until the LE_ARP_Response is received.

3. LES responds to the LE_ARP_Request if the requested address binding is stored in its cache. Otherwise it forwards the request into its Control Distribute VCC to all participating LECs within the ELAN. Finally the address should become resolved and the LES sends the LE_ARP_Response to the LEC in question.

4. The LEC establishes the Data Direct VCC to the destination ATM End System.

After a successful Data Direct VCC establishment the LEC prepares for the switching from the Multicast Send VCC to the Data Direct VCC, provided that the Multicast Send VCC was used at all. The LEC performs the Flush procedure by sending LE_Flush_Request on the Multicast Send VCC. The destination responds by sending LE_Flush_Response either on the Multicast Send VCC or on the Data Direct VCC. After receiving the response the LEC knows that the Multicast Send VCC path is empty (it has been flushed). Now it is safe to switch to the Data Direct VCC and start the normal unicast data transfer.
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Figure 4.  Data transfer over an ELAN.

1.4.4 LNNI connections

LNNI specification [3] introduces a number of LNNI connections. In the following the connections are shortly described. It is emphasized that the LNNI specification has not been finalized yet.

1. LECS LNNI connections

-LECS Synchronization VCCs to other LECS

-Configuration Direct VCCs from one or more LES and SMS

2. LES LNNI connections

-Configuration Direct VCC to a LECS

-Cache Synchronization VCCs to neighbour LESs or SMSs

-Control Coordinate VCCs to all other LESs

3. BUS LNNI connections

-Multicast Forward VCCs to all other BUSs (Note: this connection can go to LECs and hence also form a part of the LUNI)

4. SMS LNNI connections

-Configuration Direct VCC to a LECS

-Cache Synchronization VCCs to neighbour LESs

-Multicast Forward VCCs to other SMSs and BUSs
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Figure 5.  LUNI and LNNI Protocols [3].

2. lane frame formats

There are two categories of protocol frames in LANE, LAN Emulation Data frames and LAN Emulation Control frames. The frame formats and coding have been specified in [1, 2 and 3]. In the following a short overview of the frame formats is given

2.1 LE Data frames

In the following Figure 6 the LE Data Frame formats for both non-multiplexed and LLC-multiplexed (supported by LANE v2) VCCs are presented in case of IEEE 802.3/Ethernet LAN segment. The similar frames for IEEE802.5/Token Ring can be found in [1, 2]. 
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Figure 6.  LAN Emulation Data Frame formats (for IEEE 802.3).

LAN Emulation Header (LE Header, 2 octets) contains the LEC-ID assigned by the LES to the LEC. If LEC-ID is not available then it is coded as "0x0000". Destination and Source Address fields contain the corresponding MAC Addresses (6 octets) of the destination and source, respectively. Type/Length field identifies whether the payload contains IEEE 802.2 (LLC) data frame or DIX Ethernet EtherType frames. It is valid only in case of IEEE 802.3 type of ELAN. 

The LLC-multiplexed Data frame has additional 12 octets in its header in order to support the multiplexing. Three-octet LLC field coding indicates that the OUI follows. OUI itself indicates "ATM Forum". Frame Type indicates the type of the frame (e.g., LANE LLC-multiplexed IEEE 802.3 data frame). ELAN-ID field identifies the Emulated LAN for the given frame. It can be seen that the LLC-multiplexing allows the sharing of the Data Direct VCC among more than one LEC that belong to different ELANs.

2.2 LE Control frames

All LAN Emulation Control frames that are sent on Control VCCs are of non-multiplexed type. That is, only the Flush protocol frames may be conveyed over LLC-multiplexed VCC (Data Direct VCC). As a result there is no LLC/SNAP header (12 octets, ref. Figure 6) in the control frames.

The details of the LE Control frames can be found in [1,2 and 3].

2.3 Quality of Service in LANE

LANE version 1.0 does not support any enhanced Quality of Service features. All communication is based on the AAL5 VCCs that are configured as UBR VCCs. Furthermore the LANE v1.0 supports only non-multiplexed VCCs (i.e., VC multiplexing). A UBR service category does not specify any guaranteed values for Cell Loss Ratio or Cell Transfer Delay. In practice the UBR service corresponds the conventional best effort data transfer. For UBR service the dimensioning of the ATM network effectively determines the achieved Quality of Service. 

LANE version 2.0 supports both UBR and ABR as the default service categories for the VCCs. In addition to these the LANE v2.0 provides locally administered Quality of Service Sets for the ELAN communication. In the LEC there can be a number of locally configured QoS Sets available. A QoS Set defines the set of QoS related call setup parameters to be included in the UNI signalling setup message when establishing the QoS aware VCC. The higher layer can request the additional QoS via the QoS handle parameter in the LE_Unitdata_Request primitive. The Quality of Service interface to higher layer services is an optional extension for a LANE v2-capable LEC. The higher layer can be e.g., a bridging relay function (ref. Figure 4). Every LEC has at least the default QoS Set that is used when no QoS handle is specified in the service request primitive. The default corresponds to a UBR or additionally to an ABR service related signalling information. ABR is provided only if the ATM network itself supports it.

QoS Binding is a linking of a QoS Set to a specific VCC. It is created automatically in the LEC when the LEC associates a successfully established VCC to the given QoS Set.

3. other lane protocols

The Configuration (chapter 2.3.2), Join (chapter 2.3.3), Registration (chapter 2.3.3), Flush (chapter 2.4.3) and Data transfer protocols (chapters 2.4.2 and 3.1) have been already shortly described. In the following a short overview is given of the Address Resolution, Verify and Termination protocols. LNNI protocols will not be described in this presentation due to the unfinished standardization of the LNNI specification.

3.1 LAN Emulation Address Resolution Protocol

LAN Emulation Address Resolution protocol (LE-ARP) enables a LEC to obtain the ATM End System Address (AESA) for the given destination MAC address. The LEC needs the AESA in order to establish any VCCs to the destination. It is emphasized that in the LANE service the ARP resolves only MAC address – AESA bindings.

LE-ARP has the following four messages:

-LE_ARP_Request: This message is sent by the LEC to determine the AESA associated with the given destination MAC address. The request is sent on Control Direct VCC to the LES and the LES forwards it further on its Control Distribute VCC if it does not have the requested binding in its cache.

-LE_ARP_Response: This message is sent by the LES in response to the request sent by the LEC. A LES may also receive response from the target LEC if it has forwarded the request on its Control Distribute VCC.
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Figure 7.  LE Address Resolution Protocol.

-LE_NARP_Request: This message is sent by a LEC in order to advertise the changes in its remote address bindings. The LEC may be acting as a proxy that has registered a number of destination MAC addresses to its LES.

-LE_Topology_Request: This is sent by a LEC (Control Direct VCC) or a LES (Control Distribute VCC) to all parties in order to indicate a network topology change being in progress. As a result of the topology change the existing cache bindings may have become obsolete.

3.2 Verify Protocol

Verify protocol allows a LEC to check whether the Calling Party Address (AESA) that has been used in the establishment of one or more Multicast Forward VCCs to the LEC is recognized by the LES as being a valid BUS or SMS address in the given ELAN. Verify protocol is specified in the LANE version 2.0.

Verify protocol contains two messages: LE_Verify_Request and LE_Verify_Response.

3.3 Termination Protocol 

Termination protocol defines the procedures for the controlled termination of the ELAN membership of the LEC. The purpose is to avoid any interference to other existing ELAN members. E.g., the use of shared (LLC-multiplexed) VCCs may cause interference if they are released without caution. Termination protocol ensures the efficient Client management mechanisms for the LE Service.

4. virtual lans

As stated earlier the LANE provides support for configuring logical LAN segments (i.e., Virtual LANs) within a single switched network. An Emulated LAN corresponds to a logical LAN. The characteristic of the logical LAN is that the membership in it is independent of where the corresponding end system is physically connected. Moreover, an end system can belong to multiple logical LANs. Then there must be a dedicated LANE software running for each logical LAN in the end system. In the conventional shared media environments like a legacy LAN segment all end stations must belong to the same logical LAN, as they are able to receive all traffic in the segment anyway. In the switched network environment the logical LANs effectively hide their own LAN traffic. E.g., in an ELAN corresponding to a logical LAN the broadcast frame originating from a member of the ELAN is distributed by the BUS only to the other members of that ELAN. 

The following figure illustrates the VLAN concept in the ATM backbone environment where the LANE service has been implemented.
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Figure 8.  Two Virtual LANs (VLAN) in the LANE service environment.

There are two VLANs within the same ATM network environment. Both VLANs share the same network server. LE Service for the VLANs has been implemented in an ATM switch in the backbone network. In the legacy LANs each LAN segment may belong to a different VLAN if there is a LAN switch delivering the traffic to the segments.

5. summary of lane version 2 features

In the following list the most relevant new features provided in LANE version 2.0 has been listed.

1. A LEC can have multiple LECS. As a result the unavailability of the LECS does not prevent a LEC from joining the ELAN.

2. LES and BUS can be distributed via LNNI. This feature enables more fault-tolerant LANE service configurations as both the LES and BUS of the ELAN can be physically distributed into several geographical locations. E.g., in a corporate WAN there can be several sites that have LECs connected to a common ELAN. If the centralized LES-BUS becomes unavailable then all LAN traffic among the ELAN members is blocked.

3. Extended Application Programming Interface is available to higher layers. E.g., the support for enhanced QoS (better than best effort) can be provided by configuring additional QoS Sets.

4. UNI 4.0 signalling capabilities are supported.

5. Dedicated Multicast services are supported. SMS is available for off-loading the BUS in selective multicast forwarding.

6. LLC/SNAP multiplexed VCCs are supported. It provides the sharing of VCCs among different LECs in an End System. Also other than LAN protocols can be conveyed on the Data Direct VCCs.  

6. lane performance and interoperability

LANE products were tested by the Data Communications Magazine [http://www.data.com/] in 9/96. The detailed description of the test as well as information of the tested equipment (incl. Price at that time) can be found in the URL http://www.data.com/lab_tests/forklift.html. The conclusion of the test regarding LANE performance was that LANE works well. In the following some LANE related excerpts from the evaluation of the test results:

· "If LAN emulation is going to get the job done without bogging down the network, the BUS has to forward frames fast. (BUS performance also is a good indicator of how well hardware can handle broadcast-intensive apps like multimedia.) We came up with a simple way to gauge performance: Blast as many 64-byte broadcast frames as possible through the BUS. Frames were pumped through the Ethernet ports and recorded as they arrived across the network. 

Three of the switches--Bay's Centillion 100, Cisco's Catalyst 5000, and 3Com's Cellplex 7000--processed BUS frames at wire speed [referring to 10BaseT]: 14,881 frames per second (fps) (see Figure 1). IBM, the next-closest contender, only managed 6,813 fps. It should be noted that the configuration we tested was based on beta software. IBM expects to improve performance before the company releases products at the end of this month.

Newbridge's Vivid Yellow Ridge finished last, fielding 84 fps. Newbridge also supplied us with the next release of its software. This performed much better--fielding 5,000 fps--but wasn't stable enough for us to conduct the rest of the tests. At press time, Newbridge expected the new release to be generally available this month. Actually, two of the boxes could do better than wire speed--significantly better. The Cisco and 3Com chassis accept a dedicated card that processes BUS traffic. With that module slotted in, Cisco could churn through 119,048 fps, enough to saturate eight LANs. 3Com could field 89,280 fps, enough to fill six Ethernets. This is a good indicator of these boxes' ability to scale on the enterprise."

-" We also took a close look at how fast switches can set up data-direct VCCs. This intuitively appears to be a critical characteristic, since an ATM switch's first job is setting up and tearing down circuits. Intuition, in this case, is misleading. As long as there are only a few edge devices on the backbone, there's no need for more than a few data-direct VCCs. And once a data-direct VCC is established, it stays up as long as traffic is flowing across it, which is going to be virtually all the time on the backbone. (Actually, the circuit remains up even when it's idle. The ATM Forum recommends a default value of 20 minutes--an eternity on the enterprise.) But as more direct-attached ATM devices are added to the backbone, call setup starts to become more significant. In these scenarios, data-direct VCCs are more likely to be set up and torn down frequently. To gauge call setup time we measured two things: First, how long it took the edge devices to set up the virtual circuit (the time needed for the edge devices to exchange control frames, plus the UNI 3.0 signaling time). Second, we clocked how long it took for just UNI 3.0 signaling. This allowed us to tell how much of a switch's score is due to each component. The good news is that all the setup times were on the order of 10s to 100s of milliseconds, which means that even the slowest switches could set up at least 10 calls per second. The big winner was IBM. It set up a virtual circuit in a record 20 milliseconds (with 15 milliseconds devoted to UNI signaling). Fore and Cisco both took just over 50 milliseconds to establish the data-direct VCCs, but Cisco's gear wrapped up UNI signaling within 11 milliseconds, compared with 32 milliseconds for Fore. 3Com required 181 milliseconds for signaling and a whopping 323 milliseconds to establish the circuit. (When 3Com replicated our tests in its labs, it was able to squeeze its UNI signaling down to 102 milliseconds, setting up the circuit in 162 milliseconds. That's better, but the vendor still finishes dead last. 3Com says it plans on optimizing its call-setup code.) Since Bay and Newbridge don't run standard LANE code, we couldn't measure their setup times."

-" We also wanted to know how fast these boxes could blast frames over the backbone. Measurements were made after the data-direct VCC was set up and all the addressing information was cached, so there was no need to query the LES or BUS. (We monitored the switch ports and LEC caches to verify that this was the case.) We ran the throughput tests with 64- and 1,588-byte frames, generating enough traffic to completely inundate the ATM backbone. Traffic was kept bursty to simulate real-world conditions, using different-length bursts to stress-test the switches. When fielding 64-byte frames with 744-frame bursts, 3Com's Cellplex 7000 swept away the competition, delivering a peak of 7,440 fps per port (see Figure 2). Cisco's Catalyst came in next with 5,477 fps per port. With 64-byte frames and 24-frame bursts, Bay's Centillion 100 took the top spot, forwarding 5,668 fps per port. 3Com came in second with 5,248 fps per port.

-" In our next round of tests, we saturated the ATM backbone and then monitored frame loss at the switch. We set up 20 Ethernet ports on either side of the backbone and simultaneously sent frames at wire speed in both directions. Since half-duplex Ethernet ports either send or receive frames, the maximum speed they can achieve is 5 Mbit/s, with approximately 0.5 to 1 Mbit/s wasted in collisions. Thus, total maximum throughput on 20 ports ranges between 80 and 90 Mbit/s. Since an OC3 (155-Mbit/s) link can carry a maximum of 90 Mbit/s when it's handling 64-byte Ethernet frames, the ATM backbone was fully loaded. It's worth noting that Ethernet frame length determines how much bandwidth is available on an ATM link. After allowing for the overhead consumed by Sonet (Synchronous Optical Network) and ATM, an OC3 pipe can accommodate 135 Mbit/s of user data. Further, a 64-byte Ethernet frame must be carried in two 53-byte cells, which wastes 32 out of every 106 bytes sent over the link. Also, 5 bytes of each 53-byte ATM cell consists of header information. Thus, the actual maximum throughput when OC3 is carrying 64-byte frames is roughly 90 Mbit/s. Once again, 3Com's Cellplex 7000 was the clear winner. It forwarded 100 percent of the frames we threw at it, coping flawlessly with 24- and 744-frame bursts (see Figure 3). Cisco's Catalyst 5000 forwarded 100 percent of the traffic when presented with 24-frame bursts, and 94 percent with 744-frame bursts. Bay's Centillion 100 also scored 100 percent with 24-frame bursts but only forwarded 71 percent with 744-frame bursts. Fore faltered, forwarding only 32 percent of the traffic with 24-frame bursts and 27 percent with 744-frame bursts. IBM exhibited massive frame loss, delivering less than 10 percent of the offered traffic. (Once again, the vendor's solution was tested in a 12-port, rather than 20-port, configuration.) 

-" Given that critics claim LAN emulation slows performance, we were very concerned to determine how much delay LANE adds. Our tests reveal that despite the bad rap, LANE adds no more than 100 microseconds to local delay, which typically ran between 60 and 150 microseconds. We also wanted to get the goods on jitter--variation in frame-arrival times--a key consideration when handling delay-sensitive voice and video. Although ATM defines quality-of-service parameters for such traffic, they're not included in LANE. LAN emulation runs over ATM adaptation Layer 5 (AAL 5), ATM's catch-all layer that doesn't include a bandwidth reservation policy. We used an application developed by Netcom to measure jitter on a stream of test frames while we fired 24- and 744-frame bursts at the transmitting ports. Test frames were sent at 9.6-microsecond intervals between two Ethernet switches linked via OC3 to a pair of cascaded ATM switches. We used a different analyzer--the Netcom X-1000--to record the intervals between the test frames as they arrived at the far side of the LAN Emulation backbone. Three of the switches remained totally unruffled by the bursty background traffic and did a terrific job sending test frames end to end. (Jitter is expressed in microseconds as the standard deviation of interframe intervals at the receiving end.) Bay held jitter to 0.44 microseconds, with Cisco and 3Com right behind with jitter of 0.45 and 0.47 microseconds--all while 744-frame bursts were pounding in the background. End-to-end jitter for Fore was 2.88 microseconds (24-frame bursts) and 12.06 microseconds (744-frame bursts). Newbridge exhibited 3.57 microseconds (24-frame bursts) and 7.75 microseconds (744-frame burst s). IBM's jitter with 24-frame bursts was 7.38 microseconds. It was not able to complete the 744-frame burst jitter test.

LANE interoperability and performance was tested in 7/97. In the following a short summary of the test. A detailed test report can be found in the URL http://www.data.com/lab_tests/mix.html. 
· Data Communications and European Network Laboratories have tested the LANE interoperability based on the ATM Forum's LANE v1.0 Implementation Agreement

· Multivendor LANE testbed of ATM core switches and edge devices

· 7 vendors participated: Bay Networks, Cabletron Systems, Cisco Systems, IBM, ODS Networks, 3Com and Xylan
Test results:

· The LANE Edge device (i.e., LEC. E.g., LAN switch) is the key for the performance

· Performance factors:

· SVC setup time ~ 30 - 600 ms

· Frame loss (wait for Flush Response, different strategies) ~ 0 - 200 frames @1M

· LANE latency (i.e., delay by LECs in both ends of the Data Direct VCC) ~100 - 200 µs

· End-to-end forwarding rate

Conclusion: "LANE interoperability is for real"

A comprehensive market report of the ATM LAN markets and user perspective made by Sage Research, Inc. for the ATM Forum in October 1997 ("ATM LAN Market Analysis: Quantitative Market Research") can be found in the URL http://www.atmforum.com/ atmforum/library/market_research.html.

7. LANE in mpoa

Multi-Protocol Over ATM specification is drafted in [8]. A tutorial of the subject is given e.g., in [9]. MPOA is based on Next Hop Resolution Protocol (NHRP) and LAN Emulation version 2.0. NHRP enables direct ATM connectivity between the LECs (i.e., IP end stations) in different ELANs (i.e., different Logical IP Subnetworks (LIS)), whereas LAN Emulation provides the MAC layer bridging functionality within an ELAN (i.e., a LIS). The following figure illustrates the MPOA environment.
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Figure 9.  Information flows in an MPOA system [8, Figure 4].

In the following an example of the MPOA system operation is given in order to clarify the roles of NHRP and LANE in the MPOA system.

The Ethernet Host A that is attached to a MPOA Edge Device (e.g., Ethernet switch) starts sending IP packets to the Ethernet Host B in another Logical IP Subnetwork (different ELAN as well). The Host A sends the IP packets to the default router of its LIS. The Edge Device knows the destination MAC address of the default router in its ELAN. As the Edge Device notifies that the IP packets are going to a Host that is attached to another LIS it sends a NHRP request to the MPOA server asking the ATM address of the destination Host. In the meanwhile the router routes the IP packets towards the destination LIS. The router also sends a NHRP query to its neighbour router asking the ATM address of the destination host. As the neighbour router happens to belong to the same LIS as the destination Host B it can ask the ATM address of the destination Host directly by applying IP ARP in its ELAN, provided that it does not know the address a priori. The Edge device of the Host B forwards the ARP request to the Host B. It sends in response its Ethernet Address to the Edge Device. The Edge Device forwards the response into the router ("neighbour router"). As the router know knows the sending Edge device's address, it can send the NHRP query to the Edge Device directly. The Edge Device responds by its own ATM Address. The received ATM Address is forwarded back to the source router and further to the source Edge Device. The source Edge Device then establishes a direct VCC to the destination Edge Device and all communication between the source and destination IP packets starts using the established point-to-point VCC.
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