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Abstract

The Internet is overloaded and some users see the
deployment of QoS as one of the ways to proceed.
However, the QoS is not there yet. There are several
research directions about technologies that may, and
eventually will provide some kind of QoS in the fu-
ture networks. QoS Routing tries to integrate QoS
features into the network layer routing. Multi Pro-

tocol Label Switching is an integrated Layer2/Layer3
forwarding paradigm. RSVP extensions allow inte-
gration of RSVP and routing. The use of QoS mecha-
nisms for congestion pricing are possible in the future,
and potential coming of IPv6 QoS, also end-to-end
QoS are topics for discussion.

1 Introduction

Internet business has di�erent nature than more �tra-
ditional� ones, being studied for long time. For ex-
ample, Internet Service Providers in the U.S. face
churn rates that are �ve times greater than those of
�mature� telecommunications services such as cellu-
lar phones, pagers, and long distance carriers. Ten
percent of all subscribers cancel their services each
month, usually frustrated by busy signals and slow
connections, e.g. bad QoS. Nearly two-thirds that
cancel are immediately signing up with di�erent ISPs
[1]. Provider change seems to be one of the customer
QoS demand & feedback methods.
This paper describes some current problems with QoS
in the Internet and discusses brie�y what are the po-
tential development directions in the near future.

2 Future visions

2.1 The near future of the Internet [2]

� the tra�c amount will increase by 100% ...1000%
annually

� services built on top of IP will be the dominant
platform

� electronic commerce will grow signi�cantly

� no great breakthroughs from initiatives like In-
ternet2

� most end users continue to World Wide Wait,
(slow modems)

� ATM switches will be the worldwide backbone
standard, with speeds up to a terabit

� packet-switching replaces circuit switching - all
tra�c packetized by the year 2010

� telcos are going to lose their private data and
voice business to the Internet

� some �traditional� concepts will be replaced
(new: PC-based PBX, PC-based phone, etc.)

2.2 Next Generation Internet

� �Total Network Immersion�, with people contin-
uously on-line and equipped with smart sensors

� bodynets (hardwear and softwear)

� bio-electronics with computer interfaces

� "Interplanetary Internet" from NASAs Jet
Propulsion Laboratory described in [3] will use
an Interplanetary channel protocol based on
CCSDS (Consultative Committee for Space Data
Systems) recommendations. The �rst Interplan-
etary Internet building block launch is expected
in the year 2003 [4].

3 Current problems

APC (The Association for Progressive Communica-
tions) Magazine asked several of the respected inter-
networking authorities



� Robert Redford, Cisco network services

� Gordon Cook, editor of the commercial newslet-
ter the Cook Report on Internet

� Larry Roberts, the father of ARPANet

� Craig Partridge, developing multigigabit routers
at BBN

� Vinton Cerf, TCP/IP's inventor, now at MCI

� Bruce Nelson, Cisco chief science o�cer

� Tom Lyon, founder of Ipsilon Networks

� Martin McNealis, Cisco IOS division

to diagnose current problems and prescribe �a diet for
healthy growth�. The full article is in [2].

3.1 Congestion

The congestion in the Internet is familiar to all -
overloaded routers, saturated bandwidth, busy LANs
and ISP access �busy� signals. The late movement
towards �at-rate pricing has accelerated the tra�c
growth even more. Adding extra bandwidth typically
o�ers only temporary relief. A relatively new trend
- encrypted VPNs tunnelled across the public Inter-
net instead of private leased lines - is likely to make
the congestion problem even worse. Experts do not
expect better times - there will always be congestion
in the network. In the future, ISPs will start o�ering
premium IP services to enterprise users as a way of
funding bandwidth expansion.

3.2 Bandwidth bottlenecks

Capacity of �bre is not limitless, but WDM (Wave
Division Multiplexing) promises enormous increases
in throughput across existing lines. In the land the
�bre links will not be a problem for long time, but
the trans-oceanic links appear to be more di�cult
to upgrade to WDM. The �bre access regulations
may become an issue. Lot of bandwith is wasted
because of same data traversing same links many
times. Improved Web caching products could reduce
that tendency. The Web cache in the network will
be an advantage if compared to a workstation o�
the side in a slow-speed way and needing frequent
(re)con�guration.

3.3 Delay growing

Delay caused by the �ow control mechanism is what
some experts think as the biggest unsolved issue.
With current TCP �ow control, delay is growing
faster than the growth of the network. TCP starts

transmitting slowly, then waits for feedback from the
network before it can speed up. Reaching ��ow� state
takes around �ve round-trips. As the number of
router hops has increased - now typically 15 to 20
hops - TCP is slow to reach faster transmission rate.
And during congestion, TCP backlogs network nodes
with data until it can slow down. One solution is for
the network to cooperate in the process. The switches
could examine their current capacity, and demand
and notify users before they transmit, reducing the
cycle of interdependence between round-trip feedback
and bu�er overload. Cerf has worked with Roberts to
explore proactive noti�cation schemes. He foresees
two uncertain aspects: notifying the TCP protocol of
the network status, and coping with heterogeneity if
proactive noti�cation is not implemented throughout
the entire Internet. Weighted Random Early Detec-
tion (WRED) is a way to deliver classes of service
without changing the TCP protocol. WRED begins
dropping lower class packets �rst. Cerf: Weighted
RED is a part of a solution, but by no means all of
it, because it involves discarding tra�c what is less
attractive than controlling the rate at which tra�c
arrives in the network in the �rst place.

3.4 Routers as bottlenecks

Routers are overloaded with allocation work trying
to share resources without a functional QoS protocol
and without good �ow control. The relationship be-
tween development of routers and bandwidth is cycli-
cal. The experts predict that the routing market will
bifurcate. At one end will be small, inexpensive LAN
routers where cost is the major factor, while backbone
operators will use larger and more expensive routers.
Crossing of layers 2 and 3 may be hard to continue in
the future because it can not tolerate changes in pro-
tocols. Switching will become more important, but
there will be tensions between packet-switching and
virtual circuit approaches (opinions di�ered already
back in 1973 when Roberts started X.25 and Cerf
promoted TCP/IP). ATM needs improvement: VCs
have to be set up much faster than they are.

3.5 Quality of Service - how ?

Most experts agree that something QoS -related will
be implemented to some degree in the near future,
but don't agree how. QoS will happen because enter-
prise customers will demand it. QoS may become an
important business driver for ISPs, who have oppor-
tunity to develop better services at higher margins.
Initially there will be two rates: cheap, often �at-rate
consumer access; and premium business service. It is
important that enterprises pay for better service in
the public internet, instead of building private Inter-



nets, because then also basic service users can bene�t
from the investments made by big players.
All di�culties are not technical. Developing service-
level agreements (SLAs) among ISPs and telcos
requires complex negotiation, and will take time.
Cross-provider, cross-nation coordination is going to
require much e�ort and time. The telephone indus-
try, with a ITU coordination body took a long time to
develop universal interconnect structures, and there's
no similar international agency for the Internet. The
�SLA game� may exclude smaller ISPs because they
don't have the function and performance to play that
game.
There are several models that technically help to
implement QoS features, from which Cisco's Tag-
switching, precedence bits in IP headers, RSVP and
ATM are the most widely known for now. See [5] for
a broader outline.
Experts foresee that QoS will develop gradually, but
once started, may spread quickly. It will probably
start with some core services deployed by the �big
guys�, with QoS at the edge and classes of service in
the core. One possible implementation would be with
priority queues and SNMP-managed channels, with
multilevel queuing within the routers. If there's a sig-
ni�cant competitive advantage for one of the big play-
ers delivering QoS, then others will follow (a �domino
e�ect�).
Some experts say that RSVP is �a dead horse� and
there is no replacement. Both RSVP and ATM sig-
nalling are much too slow for either Web access or
voice, and RSVP imposes too much overhead on
switch processors, which won't have enough process-
ing time to set up enough connections to use the
bandwidth they have to o�er. RSVP is not scalable.
RSVP may be usable on private IP networks, for in-
stance when delivering video.

4 QoS issues

4.1 The best environment for QoS

The best environment for QoS, the most common de-
nominator, is the IP protocol suite. There is no ubiq-
uitous single-transport technology for telecommuni-
cations industry, and trying to build network with a
pervasive link-layer technology (like ATM) is success-
full only in smaller scale.

4.2 QoS Routing

QoS Routing (QoSR) is a routing mechanism where
�ow paths are determined based on some knowledge
of network resources availability and QoS require-
ments of �ows [6]. QoS Routing is considered one
of the missing pieces in the puzzle of delivering QoS

in data networks. QoSR presents several problems :

� determining whether the QoS requirements for a
�ow can be accommodated on a particular link
or a path

� QoSR dependency on the stability of underlying
routing infrastructure

� RSVP and routing cooperation e�ciency con-
cerns, especially when end-to-end paths change

� QoSR scalability concerns in big networks - path
computation is di�cult

A modi�ed link-state routing protocol would appear
to be an ideal candidate for intradomain QoSR, but
the additional route information propagation over-
head may make it very ine�cient. It is hard to pro-
vide scalable QoSR, and reducing the number of peers
and aggregation as solutions to scalability problems
would bring also new problems. Proposals [7],[8] sug-
gest QoS extensions to the OSPF routing protocol.
For interdomain QoS Routing, the link-state protocol
is not the best choice, and it is unclear what would
provide dynamic interdomain QoS Routing [9].
Knowledge of the stability and scalability of large-
scale routing is inadequate even in the existing net-
work, so speaking of QoS Routing for large scale is
highly speculative. As with dancing circus bear, the
fact that it can dance is simply amazing. Getting it
to sing is possibly asking too much.

4.3 QoS Routing and RSVP

Currently, there is a noticeable disconnect between
RSVP and underlying routing. At least one IETF
draft proposes a method for RSVP to request in-
formation and services from the local routing pro-
cess - RSRR interface (Routing Support for Resource
Reservation) [10]. RSRR works via exchange of asyn-
chronous query and reply messages. Another IETF
draft [11] describes extensions to RSRR, proposing
support for explicit paths and QoS routing. Still,
given the importance of QoS path management, rely-
ing entirely on the dynamics of an underlying routing
protocol can be harmful, for example because of risk
of routing and RSVP interfering each other. It is
unclear whether mechanisms for RSVP and routing
cooperation will be adopted or not, and if yes, then
how broadly.

4.4 QoS and MPLS

Multi Protocol Label Switching, sometimes referred
as �layer 2.5�, tries to blend the best of similar con-
cepts into a standardized framework and protocol
suite, thus improving the performance, scalability and



�exibility of routing services. Future possibilities re-
garding MPLS and QoS are:

� direct mapping of IP precedence �eld (3 bits) to
CoS �eld in the label. (this is Cisco's contribu-
tion to label switching)

� capability to build explicit label-switched paths,
using MPLS tra�c engineering tools and down-
load of paths to network devices.

� possibility to integrate MPLS tra�c engineering
with RSVP

4.5 QoS and IP Multicast

Currently, the capability to impose any form of QoS
structure on multicast tra�c is not well understood,
and the IP multicast QoS subject is only speculative
[9]. Experts say that a much better multicast mecha-
nism than either ATM or IP have is needed, providing
complete �ow control and complete QoS across many-
to-many multicast, with the ability to add and drop
�exibly.

4.6 QoS as a Congestion Pricing Al-
gorithm

It has been suggested that pricing mechanisms are a
viable method of relieving congestion. One model
called Network-Activated QoS works like a perfor-
mance insurance - tra�c matching QoS criteria is
marked as being of an elevated precedence at ingress
device, and will get premium service associated with
pricing. It is interesting that in the absence of con-
gestion, also any other tra�c will see similar perfor-
mance, so it is unclear how this model could attract
users that already are paying for normal best-e�ort
service.
Another model is Customer-Activated Precedence

Tra�c where customer marks the tra�c instead. In
case of performance degradation, the customer can
increase the precedence level of transmitted packets,
which is associated with an incremental cost.
In transition to a QoS-de�ned service, there will prob-
ably be a number of increasingly sophisticated imple-
mentation phases for QoS congestion pricing.

4.7 Interprovider structures and end-
to-end QoS

QoS is going to be deployed in two di�erent envi-
ronments - the private networks with particular ob-
jectives, known applications, and concrete business
needs, and the public Internet with ISPs trying to
sell competitive service. The public-side deployment
will be challenging, because of the need to interpret

QoS related tra�c uniformly. It is realistic to predict
that QoS will not be deployed uniformly on the pub-
lic Internet, resulting in parts of network that ignore
QoS signalling, generating an issue for stateless QoS
environment.
Current vision is that local QoS structures will ap-
pear within the local Internet with certain number of
participating ISPs. End-to-end QoS is then achiev-
able when both ends are attached to same provider
(or group of providers). We will see changes in both
interprovider and end user agreements. Does this
�bottom-up� growth model result in truly uniform
end-to-end QoS deployment, is a subject of specu-
lation, the big issues being not only technical, but
also commercial, business practices, policies etc.

4.8 Bidirectional QoS

QoS mechanisms discussed this far are unidirectional.
The question is whether this is adequate, or is bidirec-
tionality necessary in QoS picture. This bidirection-
ality issue is relevant only to end-to-end controlled
tra�c �ows, and most readily is applicable to TCP
tra�c. One example is an issue of ACK packets tak-
ing di�erent path than the actual data �ow.

4.9 QoS and IPv6

It is a common misperception that the IPv6 protocol
somehow includes a magic knob providing QoS sup-
port. Two components of the IPv6 may provide a
method to deliver Classes of Service - the 4-bit Pri-
ority �eld and the 24-bit Flow Label. Of those, the
priority �eld does not o�er any substantial improve-
ment over the IP precedence �eld of the IPv4. It
o�ers eight more levels of distinction, but that is not
of bene�t - where no one has implemented even a
simplest two-level distinction of service classes, in-
creasing the possible number of service classes is not
a reason to prefer IPv6 over IPv4. A rough consen-
sus of polled service providers indicates the need for
no more than three service levels (for matters like
con�guration simplicity). The Flow Label may be
more useful, but the only immediate use for it is in
conjunction with a RSVP, to associate a �ow with a
reservation. Currently it has however no additional
value, because recently devised methods are available
to build �ow state in routers without the need for a
label in each packet. As for conclusion, IPv6 does not
o�er any substantial QoS bene�ts above and beyond
what already is achievable with IPv4.

5 Application examples

Here are some examples of trends that are happening
right now.



5.1 Policy-based networks

On Apr 26 1999 Lucent rolled out the �rst of a series
of software applications called RealNet Rules that will
allow administrators to con�gure policies on user ac-
cess, application priority, and performance. The sys-
tem uses LDAP to distribute policy information from
a central directory to the devices across a network,
and has price as $10,000 per server. Many other net-
working vendors (including Extreme Networks, Cisco,
Nortel Networks, and IBM) plan to introduce or en-
hance policy-based networking software during next
months.
�Lucent, Extreme set to unveil policy networks� Ar-
ticle By Stephen Lawson, Apr 23, 1999, InfoWorld
Electric (http://www.infoworld.com).

5.2 QoS and the applications

Cisco and Oracle provide templates and guidelines
for administrators to set up CiscoAssure Policy Net-

working software for Oracle Applications. Using the
templates, administrators can give networks the in-
telligence to recognize Oracle applications, and use
priorities when dealing with such tra�c. This is one
example how policy-based networking systems will al-
low to favor some users and applications over others
on their networks. Similar deal already existed be-
tween Cisco and PeopleSoft.
�Cisco Systems and Oracle this week will team
up to help IT managers prioritize Oracle appli-
cations on Cisco networks� Article By Stephen
Lawson, Apr 15, 1999, InfoWorld Electric
(http://www.infoworld.com).

6 Research activities

6.1 The NASA Research & Education
Network (NREN)

NREN (http://www.nren.nasa.gov/eng.html) is
NASA's project in developing the Next Generation
Internet (NGI). NREN has plans to demonstrate the
e�ectiveness of QoS over backbone and �end-to-end
QoS for NASA applications�, exploring both router-
based and switch-based capabilities. They also have
goals to demonstrate the e�ectiveness of RSVP over
the backbone and for NASA applications, and to test
classes of service in its network. The NREN/NGIX-
West has been accepted as a backbone network for
the Internet2 Quality of Service testbed (QBone,
www.internet2.edu/qos/qbone/), an interdomain
testbed for Di�Serv.

6.2 The Energy Sciences Network
(ESN)

The ESnet (http://www.es.net) QoS project has two
main objectives:

� to supply useful, deployable, �exible QoS to the
Energy Research community as an ESnet service

� to demonstrate how administratively heteroge-
neous QoS might be implemented and deployed

They claim that these objectives will be reached in
two steps:

� using class-based queuing (CBQ) machinery in
ESnet Cisco routers and selected site routers.

� developing a �bandwidth broker application� to
control access to the CBQ machinery

6.3 Stanford Research Institute (SRI)

SRI has a project called �QoS Mid-
dleware For Group Applications�
(http://www.csl.sri.com/�shacham/Intro.html),
where they try to de�ne QoS for a multi-party
session with heterogeneous participants. They have
developed the concept of heterogeneous multicast to
overcome the problem of a common denominator. In
this concept the group elements participate in the
session based on their individual capabilities, with-
out having to su�er the e�ect of other participants'
limitations. For example, in a video teleconferencing
session the video streams are encoded hierarchically
so that they can be viewed at di�erent �delity levels.
SRI current implementation of heterogeneous mul-
ticast builds the mechanisms for QoS speci�cations
and handling into the applications. As the next step,
they are developing middleware and protocols for
performing these tasks on behalf of many di�erent
applications. SRI and Sun Microsystems will be im-
plementing the software layer called the Middleware
Daemon (MD) in Java.

6.4 Internet2

Internet2 QoS (http://www.internet2.edu/qos) re-
searchers have set some not-so-humble goals, looking
for end-to-end, wide-area QoS functionality for inter-
institutional links running across separately managed
network clouds. They discuss future QoS require-
ments in [12].

6.5 SIMA

Simple Integrated Media Access (SIMA) is a way
to provide QoS using Di�erentiated Services. See
http://www-nrc.nokia.com/sima/index.html.



6.6 DTM

Dynamic Transfer Mode (DTM) is a network pro-
tocol developed by Swedish company NetInsight AB
(http://www.netinsight.se).
DTM is for high speed networking for dynamic trans-
port of integrated tra�c. It is a transport network ar-
chitecture based on circuit-switching augmented with
dynamic reallocation of bandwidth.
DTM includes switching and a signalling protocol and
can thus, in contrast to e.g., SDH/SONET, set up
multi-rate channels (circuits) on demand, and the ca-
pacity of a channel can be changed according to traf-
�c characteristics during operation. Additionally, re-
sources can be reallocated between nodes according
to the current demands. In this way, free bandwidth
is allocated to nodes with highest demands, providing
an autonomous and very e�cient dynamic infrastruc-
ture.

7 QoS observations

7.1 There is no such thing as a Free
Lunch

Ongoing e�orts to provide �perfect� solutions illus-
trate that attempts to solve all possible problems
result in technologies that are too complex, poorly
scalable, or do not integrate into the diversity of the
Internet.

7.2 Marketing matters

The current marketing model in the Internet is an un-
di�erentiated one, and the current best-e�ort model
is remarkably simple, and used uniformly. The mar-
keting questions are:

� is there another market for a di�erent model
within the same environment ?

� is QoS �nacially viable ?

� does user see the di�erence ? (does not in an
uncongested network)

� subscription service or a user-spci�ed per-packet
option ?

� e�ects on others (non-QoS) users ?

7.3 Economics matters

Having QoS means making a set of compromises,
some of which are economic, others are technical.
There must be a balance between network engineer-
ing, network design, and scales economy. Big compa-
nies getting into ISP business face a paradigm shift

from �planned capacity matches planned demand�
model to �all you can eat� model. In such environ-
ment, regardless of the levels of installed bandwith,
the capacity is not readily available ! The question
is:
Is the QoS needed because of fundamental economic
imbalances in the evolution of telecommunications in-
dustry ?

8 Conclusion

QoS is possible in the Internet, but it does come at a
price of compromise - there are no perfect solutions.
Some expectations will probably not be ful�lled, since
guarantees are simply not possible in the Internet, at
least not for the foreseeable future. What is possible,
however, is delivering di�erentiated levels of best ef-
fort tra�c in a manner which is predictable and fairly
consistent.
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