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Abstract

The Dynamic Source Routing Protocol (DSR)is an
efficientrouting protocol proposedand designedespe-
cially for multi-hopWrelessMobile Ad-hocNetworks.
The protocol automaticallydiscovers (“Route Discov-
ery”) and maintains(“Route Maintenance”)the rout-
ing in the networkby storing source routes,discovered
dynamicallyonlywhennecessaryhusrequiringno ad-
ministrationfromthenetworkoperator. All nodesn the
networkparticipate in the padeet forwarding process,
actingasrouters on anad-hocbasis.DSRembedson-
trol informationto normalpadket flow by adding“DSR
header” to regular IP padkets; the headeris modified
constantlywhile the padketis beingforwarded. Theuse
of source routing guaranteesloop-freenessn the net-
work, and doesnot require any kind of periodic rout-
ing protocol exchanges,thus minimizingthe overhead.
All nodescade sourcerouteseitherwhenoverhearing
themor whenforwardingthepadkets,reducingtheneed
for route discoveries. DSRis a reactiveprotocol and
is highly adaptivein the eventof movementand node
numberchanges. DSRappliesto MANET's with up to
100nodesandcancopewith a reasonabhyhigh ratesof
nodemobility. Theis still further studyand clarifica-
tionsto be done especiallyin the areasof securityand
reliability.

1 Intr oduction

The Dynamic SourceRouting (DSR) [1, 2] is a rout-
ing protocol proposedfor multi-hop WirelessMobile
Ad-hoc Networks. The work is being doneat IETF
MANET working group[3].

Theprotocolautomaticallydiscorersandmaintainsthe
routingin the network by storingsourceroutesdiscov-

ereddynamicallyonly when necessarythusrequiring
no administrationby the network operator All nodes
in the network participaten the pacletforwardingpro-
cessactingasrouterson anad-hocbasis.This is criti-

calin thecasethatbothnodesA andC canreachB, but
A cannotreachC (for example,dueto limits in wire-

lesstransmissiomrange)asseenin fig. 1: B will auto-
matically act asa routerbetweentwo distinct network
clouds, over multiple hops. Whenthis is appliedto a
network of dozensor hundredsof moving nodes,the
topology relations, wirelesstransmissionconditions,
andsuchmay changeat a very rapid pacebetweerthe
nodesself-omganizingandself-configuringoutingpro-
tocolsarenecessaryThe sourceroutesin this network
arediscoreredandmaintainedoy the DSR protocol.

Figurel: ThesimplestAd-hocscenarid4]

DSRembedsontrolinformationto normalpacket flow
by adding“DSR header"to regular IP paclets, or by
sendingpure IP paclketswith only “DSR header”;the
headeris modified constantlywhile the paclet is be-
ing forwarded. Sourceroutesare dynamicallydiscov-
eredwhenneeded.Packets,exceptDiscovery paclets,
containhop-by-hopsourceroutelist in the DSRheader
whichwill beusedto determinewhich way the paclets
will beforwarded.In thatfashionJoop-freeneswvill be
guaranteedgsall thevisitedandto-be-visitechodesare
listedin thesourceroutelist in eachpaclet. Nodesfor-



wardingor overhearingpacketscontainingDSR header
will cachethe sourcerouteinformation, thusreducing
theneedfor everyindividual nodeto performroutedis-
coveryitself.

Theaimof DSRwasto haveaverylow overheadvhich
couldstill reactquickly to changesMANET protocols
canberoughlydividedin two categories,proactve and
reactve. DSRis a reactie protocol, trying its bestto
ensuresuccesfuldatadelivery in the eventof changes
in the network.

Therearetwo main mechanimsvhich form the coreof

DSR: RouteDiscovery andRouteMaintenance Route
Discovery is usedby a sendingnodeS whenit triesto

sendapacletto destinatiomodeD andasourcerouteis

not alreadyknown. RouteMaintenances usedby ary

nodein the path,while usinga sourcerouteto D, to de-
tectif thenetwork topologyhaschangedndthesource
routeis no longervalid. WhenRouteMaintenancele-
tectsaninvalid route,otherroutescanbe automatically
tried, or the sourcecantry to find a new routeto the

destination.RouteMaintenancelik e RouteDiscovery,

is only usedwhenpacletsarebeingsent.

Theseprocedurewperateon anon-demandbasis:there
are no periodic link statussensingpaclets or adwer-

tisements,like with traditional routing protocols. If

the network topology stabilizes,the amountof con-
trol informationwill decreasalramatically;in a com-
pletely static network, therewould be practically no
DSR Route Maintenanceor Route Discovery traffic.

This “auto-adjusting” property may be important in

somescenarios:potentially expensve bandwidthcan
be saved but on the otherhand,the protocolstill reacts
quickly whenthe network is changingat a morerapid
pace.

Nodesmplementextensize cachingoasenoverheard
and forwardedsourcerouted paclets: usually a node
has mary cachedpathsto a destination,and if some
pathsfail, someothersmay still be perfectly usable
without needfor aninstantroutediscovery.

DSR mechanismavork with both unidirectionaland
bidirectionallinks; however, as notedin the analysis
section therearecertainproblemsin the protocolif all

thelinks do not have the samedirectionalityproperties.

DSRis designedor simpleIPv4 unicasttraffic. More
adwancedfeaturessuchasIPv6, multicastrouting and

QoS are out of the scopeof the main proposal. Of
these,previously Flow State,usedto be ableto omit
DSRheadeifrom somepaclets,wasalsodefinedin the
main proposalbut hasheenmovedto a separatelocu-
ment[5].

DSRresembleslder EEE 802.5(TokenRing) Source
RouteBridging [6]. RouteRequestaindReplieswere
motivatedby ARP protocol[7].

2 Problem, Motivation and As-
sumptions

2.1 Problemand Motivation

The applicability, usagescenarios,requirementsand
such are already discussedn other documents(e.g.
[8]), andareassuch,outof thescopejetit only besaid
that thereare scenariosspeciallyin the wirelessnet-
working field whereMANET protocolsareveryuseful.

Themotivationof DSRis to provideaMANET routing

protocolwith verylittle overheadandvery few unnece-
sessaryatapaclets,but still onethatcanreactquickly

to changesin the network. Sourcerouting provides
loop-freenesdut restrictsthe scopeof the protocolto

ahundredor so.

2.2 Assumptions

All nodesareassumedo participatein the paclet for-
warding:ary nodein thenetwork canbearouter

Nodesmay move without any notice; however, it is as-
sumedthat the speedis moderatewith respectto the
propagationdelaysand transmissiorrange: if a node
wishesto usesomeothernodeasa routerfor connec-
tivity, it is naturalto requirethatthefirst nodewill stay
within the rangeat leastfor the durationof RouteDis-
covery sequence.

Thenetwork is assumedhotbetoo big, for example the
diametercould be 5-10nodes.DSRis only applicable
to arelatively smallamountof nodesg.g.lessthan100
[9]; elsemanaginghe sourceroutesto every nodemay
becomeproblematic.



If the nodesare ableto enable“promiscuous’receve
mode,alsoreceving packetsnot meantfor themseles,
severaloptimizationgsuchasmorereliablerouteshort-
ening)will be possible.However, thisis notarequire-
ment.

If no link-layer delivery acknavledgmentspr in some
casespromiscuousmode, are supportedby the inter-

face, Route Maintenancemessagewill needto use
network-layeracknavledgmentdor reliableneighbour
detection.

DSRalsoworksin unidirectionallinks, but if all links
are bidirectional,sourceroute processingcan be opti-
mizedby beingableto reversesourceroutes.

DSRnode,evenif it hasmultiple interfacesjs expected
to have oneof its IP addresseactingasa nodeidenti-
fier.

As notedin the analysissection,it is alsoassumedhat
every nodetrustsevery othernode, link-layer medium
hasbeensecuredagainstunwantedor untrustedusers,
that thereis no paclet filtering or firewalling except
in the end-nodesinlessDSR-specificsupportis imple-
mented,that every potentialrouterin the domainsup-

portsDSR,andothermoreor lessimplicit assumptions.

3 The DSRProtocol

First, conceptualdatastructuresand DSR headerare
quickly introduced. Then basic Route Discovery and
RouteMaintenanceroceduresrediscussedafterthat,
a few more adwvancedfeaturesand optimizationsare
noted.

3.1 ConceptualData Structures

Therearea few conceptuabatastructuresvhich must
be mentionedherefor clarity andthe salke of terminol-
ogy; every nodeimplementsall of them. Detaileddis-
cussionis omitted.

RouteCacheis thelist of all the sourceroutesknown to
the node. If the nodelearnsof new links, it addsnew
datato thecacheuponthereceiptor overhearingRoute
Errors,or afteratimeout,entriesareremovedfrom the
cache.Theremay be morethanonerouteper destina-

tion; thereis no load-sharingbetweerthe destinations,
asis commonwith regularrouting, but usuallyonebest
routeis selectedy somealgorithmandtherestkeptas
backups.

SendBulffer is the queueof pacletsfor which thereis
no sourceroute yet, and are there waiting for Route
Discovery to complete. Subjectto rate-limiting anda
back-of timer, RouteDiscoveriesshouldbe performed
periodicallyfor the pacletsstill in the SendBuffer.

RouteRequesitTable storesthe list of RouteRequests
thathave beenrecentlyforwardedor originatedby this
node. The tableis mainly usedto determinewhena
requestouldberetransmittedor whetherarequeshas
alreadybeenhereandshouldnotbere-broadcastgain.

GratuitousRoute Reply Table storesthe list of Route
Repliesthathave beensentby this nodewhenperform-
ing automaticrouteshorteningon behalfof someother
node. As gratuitousroute repliesarerate-limited, the
historyhasto be storedin atable.

Network InterfaceQueueandMaintenancduffer; NIQ
is the operatingsystems outputqueuefor packetswait-
ing to be over an interface,wherepaclketsare held as
other paclets are being senton the interface. Main-
tenanceBuffer is the queueof paclkets sentby this
node,waiting for RouteMaintenancerocedures next-
hopneighborreachabilityinformation. As Maintenance
pacletsareretransmittedunlessdelivery is confirmed,
theremustbe a buffer to keepthe messagebeforethe
confirmation.

Blacklist keepstrack of neighborsfor which the bidi-
rectionality is not yet certain. The blacklist must be
keptfor nodegheinterfacesf whichrequirephysically
bidirectionallinks.

3.2 DSRHeader

DSR headerhas a fixed portion of 4 bytes (“Next
header”, “resened” and “payload length”) and ary
number of options encodedin Type-Length-\alue

(TLV) notation.

DSRheadetis anlP-level protocoljustasTCP or UDP
are;it is inserteddirectly after IP header The protocol
numbeiin thelP headeis changedo “DSR header’(to
be assignediy IANA), and“next header”field in the



DSRheadelis updatedo pointto the original protocol
numberof theterminalheader

The following options have beendefined: Route Re-
guest,RouteReply, RouteError, AcknowledgmentRe-
guestAcknowledgmentDSR SourceRoute,Pad1,and
PadN. Theseare only quickly introducedhere;all the
gory detailsareomitted.

Route Request contains “Identification”, “Target
Address” and “Address[l..n]" fields. = Route re-

qguestswill be sentto the limited broadcastaddress

“255.255.255.255 andthe destinationaddresswhere
the sourcewantsto find the routefor is placedin “Tar-
getaddress'field. Identificationis a sequenc@umber
usedto distinguishbetweenalreadyseenandold mes-

sages.“Address[1..n]" areusedto storethe addresses

alongthethe pathof RouteDiscovery.

Route Reply contains“L"-bit, “Resened” and “Ad-
dress[1..n]fields. LastHop Externalbit indicatesthat
thelastaddressepresentthelastnodein the DSR net-
work, andthe actualdestinatioris outsideof MANET.
“Address[1..n]"containghe sourceroutegatheredvith
in therouterequestRouteRepliesareusuallysentback
to the originator of Route Requesty eitherthe node
thatwasthe Tamgetof the original RouteRequesbr by
someintermediatenode,asa Replyfrom Cacheor asa
gratuitousReply.

RouteError contains“Error Type”, “Resened”, “Sal-

vage”,"Error SourceAddress”,“Error DestinationAd-

dress”,anderrortype -specificinformation. Currently

only one error type, Node Unreachablejs specified.
The contentsof “Salvage” field are derived from the
DSR SourceRouteoption triggeringthe error. “Error

SourceAddress”is the addresof the nodewhich en-
counteredan error; “Error DestinationAddress”is the
original sourceof thefailedpaclet. In thecaseof Node
Unreachablemessagetype-specificinformation con-
tainstheaddres®f theunreachabl@ode.RouteErrors
aresentto inform the source(andintermediatenodes)
of failedsourceroutes.

Acknowledgment Request contains “ldentification”
field. It isanuniquevaluethatwill beusedn Acknowl-
edgmentesponséo createalink betweerthetwo. Ac-
knowledgmentsreusedfor ensuringhereliabledeliv-
ery of RouteMaintenanceacletsif nootherform (e.g.

link-layer acknavledgmentspassive acknavledgments

by promiscuousnode)is available.

Acknowledgment contains “ldentification”, “ACK
Source Address”, and “ACK Destination Address”
fields. Identificationis copiedfrom the RequestACK
SourceAddressis the addresf the nodeoriginating
the acknavledgmentand ACK DestinationAddressis
theaddresso whichtheacknavledgmenwill bedeliv-
eredto.

DSR Source Route constains“F” and “L” -bits,

“Resened”, “Salvage”, “Segments Left”, and “Ad-

dress[1..n]"fields. First and Last Hop External bits

indicatewhetherthe route leadsto or from outsideof

the DSR network; such paths must not be returned
from the cacheof intermediatenodes.“Salvage” indi-

catesthe numberof timesthe paclkethasbeensahaged
(seesection3.6.1), that s, rewritten by an intermedi-
atenodeto ensuredelivery. “SegmentsLeft” indicates
how mary addressei theoptionmuststill betraversed
until reachinghefinal destination*Address[1..n]lists

thesdntermediatenodesvhichthepaclethasbeenand
will be,through. DSR SourceRouteoptionis present
in almostevery paclet.

Padl1 and PadN optionsinclude requestedamountof
padding,to ensurethat the total DSR Headerwill be
properlyalignedto a multiple of 4 bytes.

3.3 BasicRoute Discovery
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Figure 2: RouteDiscovery Examplefrom Node A to
NodeE [1]

Whena sourcenodesS is originatinga paclet to some
destinatiomodeD, S insertsa DSR Heademwith DSR
SourceRoute option to the paclet, specifyingwhich
nodeshe pacletshouldbesourceroutedthrough.Usu-
ally the sourcerouteis found by examing the nodes
RouteCache:if valid informationfor destinationD is
notavailable,Swill performRouteDiscoveryto find a
new route.

RouteDiscoveryis initiatedby sourceS by transmitting
apacletto localbroadcasaddres255.255.255.25us-
ing a RouteRequesbption. This is receved by about



all nodescloseenoughto S.

Figure 2 showns a simple exampleof RouteDiscovery.
Node A wishesto obtaina routeto E, and placesits
addresgo TamgetAddresdield. The Address[1..nfield
lists only Node A. Nodeskeeptrack of which sources
have sentRequestgincluding Identificationfield) for
which TargetAddresses.

Every node processingRoute Requestdhen performs
roughlythefollowing stepg(all stepsterminatethepro-
cessingf they match):

1. If thenodeis thetargetof thisRequestReplyback
the accumulatedsourceroute that wasin the Re-
guest.

. If thenodesaddresss listedin the Addressfields
of the Requestdiscardthe whole paclet for loop
prevention.

. If the Requestrrived throughan interfacewhich
requiresbidirectionalconnectvity, andit waslast
forwardedby a nodein the blacklist, do certain
processingnddiscardthe paclet.

. If the node hasseenrecentlya requestfrom the
samesourcewith the sameldentificationand Tar
getAddresspair, the packethasto bediscardedas
afloodingpreventionfeature.

. If thenodehasa cachedoutefor the destination,
reply back undersomecircumtancesas notedin
section 3.5.1.

. Elsethe nodeappendsts own addresdo the list
andre-broadcasti# with the sameldentification.

WhennodeE sendsa Reply backto A it examinesits
RouteCachefor A, andif found,sendghepacletusing
that. If no suchentryis found,nodeE shouldalsoper
form RouteDiscovery backto A, butincludethe Reply
in the DSR headerto avoid possiblerecursion. In the
caseof bidirectionallinks, nodeE will simply reverse
the sourcerouteto avoid unnecessarglelaysinstead.

Whennodehasto performRouteDiscovery, the pack-
ets that trigger Discovery are placedin SendBuffer,
which containsall the paclketswhich cant yetbetrans-
mitted due to missing sourceroute to the destination.
Thepacletsarekeptthereuntil asourceroutebecomes
available,a timeoutexpiresor SendBuffer is aboutto

overflov andsomeentriesmustbe removed. While in
the SendBuffer, new RouteDiscoveriesshouldalsobe
attemptedperiodicallyuntil thetimeoutto avoid tempo-
rary unreachabilitiesliscardingpaclets. The periodbe-
tweensubsequenRouteDiscoveriesfor the sameTar-
getusesan exponentialback-of algorithmto keepthe
amountof requesin reasonabl&umbersn the caseof
e.g.network partition.

3.4 BasicRoute Maintenance

Whenapacletis forwardedor originatedwith asource
route,eachnodein the sourcerouteis responsiblefor

making surethat the paclet hasbeenreceved by the
next nodein the sourceroutelist.

This insurancds usuallydonewith acknavledgments.
In wirelessnetworks, this is sometimegossibleusing
link-layer mechanismsuchasan optionis MAC pro-
tocol, evenpossiblywithout a significantextra cost. In
somecases,passive acknavledgments are also pos-
sible whenthe interfacecanbe placedin promiscuous
mode:nodeB canconfirmthatC hasreceveda paclet
if it canoverhearC trasmittingit to D.

If theseare not available, DSR-specificacknavledg-
mentscanbe usedin IP-layer;thesearereferredto as
“network-layeracknavledgments”.SuchAcknowledg-
mentRequesttanbe sentseparatelyor e.g. included,
thatis, “piggybacked” on the original paclet. If anac-
knowledgmentis received, the nodemay omit sending
acknavledgmentdor a shortperiod of time, basedon
the assumptiorthat it's unprobablethat anything bad
happensn e.g.0.5secondsor if it doesthedamagés
limited.

If it seemghatthe neighbouthasdisappearedyhether
e.g. by not getting link-layer acknavledgmentsor

reachingthe retransmissionimit of network-level ac-

knowledgmentsthe nodeshouldtreatthis next-hop as
“broken”. The link should be removed from Route
Cache,and Route Error shouldbe sentbackto every

senderwhich sentpaclets to that neighborsince the

time acknavledgmentsverelastreceved. Theretrans-
missionof theoriginal datapacletis handledby upper

level protocolssuchasTCPandUDP. Uponthereceipt
of aRouteError, theoriginal sendemwill resenthedata
usingothercachedpathsor performanew routediscov-

ery.



3.5 Additional Route Discovery Features
3.5.1 Caching Overheard Routing Information

Nodesforwarding or overhearing(e.g. by being in
promiscuousmode)paclets add all informationto its
RouteCachetheusefulnessf thisdepend®nwhether
links canbe assumedo be birectionalor usually bidi-
rectional.

Whenforwardingor overhearingpaclets,one canadd
the“forward” pathof any sourceroutesto thecache.n

thecaseof generallybidirectionallink-layer, thereverse
pathscanbe calculatecandalsoaddedo the cache.

3.5.2 Replying to Route RequestsUsing Cached
Routes
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Figure 3: Noticing duplicateswhen an intermediate
nodeis replying[1]

Nodes,eventhoughthey arenot the target of a Route
Request,examine their Route Cachebefore forward-
ing paclets. If their own cachecontainsa valid path,
thereis no needto perform RouteDiscovery ary fur-
ther;aReplyis constructedisingtheaccumulategbath
in the Requestand SourceRoutestoredin the Cache.
Beforesendingthe RouteReply, however, theinterme-
diate nodemustexaminewhetherthereareary dupli-
cates,asseenin fig. 3, andif so, not generatea reply:
suchareply couldeasilyleadinto aroutingloop.

3.5.3 Preventing Route Reply Storms

Repliesbackto onesource.Thismayhapperfor exam-
ple whenapacletis sentto thelocal broadcasaddress.
To alleviatethis, if anodesendingareply canputits in-
terfaceinto the promiscuousnode,it candelayreplies
by a small but randomperiod. The promiscuityis re-
quiredsothatthe nodecanhearif othershave already
sentareply andtheinitiating nodehasbegunto useit.

3.5.4 Route RequestHop Limits

RouteRequesmessagesanbelimited in scopeby set-
ting Time-to-Live in IP headerto a smallvalue. This
canbe usefulwhenonedoesnot wantto propagatehe
RouteRequestsentto 255.255.255.25%0 the whole
DSRdomain.This canbeusedto e.g. determinewith-
out a large numberof cachedreplies,whethera given
nodeis a direct neighborof the initiating node. This
couldalsobeto implementan“expandingring” search
for thetarget, similar to performing“traceroute”.

3.6 Additional Route Maintenance Fea-

tures
3.6.1 Packet Salvaging

If a nodein a sourceroute becomesunreachablede-
tectedby e.g. RouteMaintenanceproceduresaninter-
mediatenodethatwould have forwardedthe paclet to
alost neighborshould“salvage”the paclet. Sahaging
is possiblef thenodehasaworking sourcerouteto the
destination,and can be doneby simply replacingthe
sourceroutein theseincoming,nexthop-is-unreachable
pacletswith aworking sourceroute.

To prevent routing loops and unexpected scenarios,
pacletswill not be sahagedendlesslyso a counteris
keptin thesourceroutefield, andwhenthetotal sahage
countexceeda definedvalue, the paclet is no longer
sahaged.

In this scenario,in addition to possibly sahaging a
paclet, a Route Error messageshouldbe sentbackto
thesourcejndicatingthatthe original pathhadbecome

As cachedroute entries are returned, as discussed unavailable. This way sahagingneednot be doneend-

above, under some circumstanceghere are considi-
tionswherea large numberof nodesmight sendRoute

lesslyin onespot,butthenodeswill noticetheerrorand
find sourceroutesaroundit.



3.6.2 QueuedPacketsDestinedover aBrokenLink

Similar to paclet sahaging, if anintermediatenodes
next-hopbecomesinavailable,andtherearepacketsin
its queueslestinedor thatnext-hop,thepacletsshould
beremovedfrom the queue followed by a RouteError
messagelf the nodehasa new pathtowardsremoved
paclets’destinatioraddressthepacletscanalsobesal-
vagedasabove, elsethey’ll justbediscarded.

3.6.3 Automatic Route Shortening

In somecasese.g. by overhearingransmissiongn the
promiscuousmode, an intermediatenode may notice
that a direct, shorterpath is also available when for-
wardingpacletsto somedestinationseefig 4.
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Figure4: Routeshortenind1]

In this scenariosomenode,oneor morehopsafterthe
currentnext-hop, is detectedto be reachabledirectly.
Then, a “gratuitous” Route Reply with the shortened
pathis returnedo thesendeiof the paclet, eventhough
the sourcedidn’t senda Route Request. Gratuitous
RouteRepliesarerate-limited,so that they arent sent
for thesamerouteeverytime apacletto thedestination
comesby.

When performing automatic route shortening, addi-
tional information(e.g. signal-to-noiseatio) aboutthe
neighborcanalsobe considered.

3.6.4 Increased Spreading of Route Error Mes-
sages

Whensomenodereturnsa RouteError messagéo the
source all nodeson the path (andpossiblythoseover-
hearingthepaclet)will useinformationin thatmessage
to removethebrokenlink from their RouteCaches.

In additionto that, the source,onceit hasreceved a
Route Error messagecan include the messageén the
next Route Requestmessage#t sends. This ensures

thattheinformationspreadso off-pathnodegoo (those
thatdidn’t removethelink from thecachealready)and
that RouteRepliesto the Requeswill not containthe
known-to-be-badink.

Thisis veryimportantastherecanbeverylittle verifica-
tion onrecevedroutereplies:onebadnodewith astale
cachecould attracttraffic it cant handleif the knowl-

edgeaboutbrokenlinks is not propagatedjuickly.

4 DSR Evaluation

4.1 Standardization, Simulations and Im-
plementation Status

DSR was first specifiedin 1996 [4]. It hasbeenan
IETF InternetDraft for years,and hasbeenadopted
asa working group item in Mobile Ad-hoc Networks
working group. It hasbeensentto IESGto bereleased
asan ExperimentaRFC, but is still in the processand
hasnt obtainedany formalstatusyet. It canbeexpected
that DSR will go Experimentalreasonablysoon, un-
lessthereare strongpolitical objectionsto the design
choices,suchassourcerouting andaddingrouting in-
formationto payloadpaclets.

DSRbehaiour hasheensimulatedextensiely with e.g.
ns2[10, 11]. It canbeseerthatDSRperformsverywell
in thesimulatedscenariosvith relatively smallamounts
of DSR nodes(countedin dozens).Very high number
(hundredsor thousandspf nodeshave not beentested,
and DSRis not really designedo scaleto that; DSR
is applicableto usuallylessthana hundrednodesin a
network.

DSR was first implementedand made available for

FreeBSD2.2.7 platform. That versionwas usedin a
testbedexperimentin Carngyie-Mellon University[12]

which was usedfor aboutfour monthswith five mo-
bile nodesascarsdriving backandforth carryinglap-
topswith WaveLAN network cards. Later, DSR was
portedto FreeBSD3.3. At leasttwo Linux implemen-
tationshave alsobeenseparatelydeveloped. DSR has
alsobeenimplementedor Windows CE. Otherimple-
mentationsalsoexist, thoughlessnumeroughansome
otherMANET protocols like AODV.



4.2 Analysis of the Protocol Specification

The main featureof DSR s thatit embedscontrolin-
formationin the datapacletssentin the network; con-
sequentlyit is ableto boastof requiringno periodiclink
statussensingroutingadwertisementandsuch.

This coupling of two traditionally entirely separate
functionalitiescan be seenas a potentially problem-
atic approach:when everythingworks as expected,it
is probablethatthe protocolworks very well andwith
very little overheadas specified. In the long term,
though, problemsarising dueto implementatiorbugs,
unforeseerconfigurationsor suchmay be hardto pin
down or delug.

More specifically the protocol relies on every source
knowing the bestpathto the destination. If, for some
reasonthis pathis no longervalid, theremay be cir-

cumstancesvherethe other network elementsalready
know that, but the sourceinsiststhe pathis correct. As

theothernetwork elementgperformpathcachingfor ef-

ficiengy, the sourcemay keeptrying to updatethe path
arnyway, over andover again. This might leadto rout-

ing instability. This “one badappleruining the whole

barrel”is atradeof betweerdistributedandcentralized
routecalculation.

The DSRprotocolalsoseemdo assumehatlink-layer
mediumis the sameeverywhere.More specifically at
leastthe directionality (links beingeitherbi-, or unidi-
rectional) mustbe the samein a MANET domain, or
the DSR protocolmustkeeptrack of the directionality
of eachlink. This seemdo bearatherstrict restriction
atleastin theory;oneof theadvantage®f DSRwasthat
it alsosupportedinidirectionallinks. If all thelinks are
requiredto bebidirectional this problemgoesaway.

The headerformat is made suchthat DSR headeris
placeddirectly after the main IP header Therefore,
paclet filters examining a packet with DSR header
looking to processUDP/TCP/ICMPheaderswill only
seethe protocol being DSR. Practically paclet filter-
ing cannotbe donein a DSR domain,or all pacletfil-
ters must be upgradedio supportDSR header:to be
ableto skip overit andlook for theterminalheaderAs
DSRheaderformatwasderivedfrom IPv6 [13] header
chaining,theproblem(completesolutionsstill missing)
existstheretoo.

Previous versionsof DSR tried to make IP a reli-

ableprotocolby retransmissionandacknavledgments.
This hasnow beenremoved, and such happensonly
with RouteMaintenancerocedureput thetext is a bit
unclearevenonthat: if RouteMaintenancepacletsare
piggybacled on TCP/UDPdata,which endsbeingre-
transmitted the behaiour might not whatthe applica-
tion expects.

DSR headercannotbe securedwith IPSEC[14]: as
paclets can be modified in transit by changingDSR
header the verification or encryptionof DSR control
informationis impossible. If all nodesin a DSR do-
main shareda private key, using|PSECwould be the-
oretically possible. This seemgo be an unacceptable
operationakecuritypractise.

DSRrelieson securindink-layer, andif necessaryus-
ing encryptionthere. The conflictswith InternetPro-
tocol architecture:few link-layersprovide this kind of
service andIP wasdesignedo rununiformly onall the
media. Further for example|EEE 802.11(*Wireless
LAN") is seerasoneof themainlink layermechanisms
for DSR.Thesecurityof IEEE 802.11hasbeenbroken,
andfor all practicalpurposesnoneexists. Therefore
the real applicability of DSR, especiallyin scenarios
wheresecurityis important,is avery questionable.

DSR alsorequiresthat every routerin the path exam-
inesevery paclet containinga DSR headerto process
certainfields,evenif the destinatioris nottherouterit-
self. Thisis a rarerequirementandthe scalability of
it is questionable Routersusuallyimplementmostof
theforwardinglogic in hardware,but thiswouldrequire
eitherhardware modificationsor pacletsprocessemn
CPU.In networkswith low pacletratesandthroughput,
thisis notabig problem but this mightsetalimit to ex-
tremescalingup. Practically however, DSRwould only
be usedin relatively small stubnetworks, wherethisis
unlikely to be highly problematian mostscenarios.

DSRimplicitly requireghateveryrouter(behindwhich

a DSR nodewould like to communicate)n the DSR

domainsupportsDSR; again,in small stub networks,

thismaynotbeproblematicputin realnetworks,where
incrementadeploymentwould be a strict requirement,
theremaybe deploymentissues.

DSR, like someotherMANET protocols(but not all),
requireghateverynodein thenetwork trustseachother
completely[15], aseachnodemustreceve, cacheand
usesourceroutesfrom ary node. This becomesa very



challengingproblemeven if so-calledByzantinefail-
ures[16] neednotbedealtwith. Also, onemustbevery
carefulto filter outall packetswith DSR headerdgrom
outsideof the DSR domain,sothat maliciousattaclers
cannotalter the routing from outsideof the DSR do-
mainby sendingpacletsincludingforgedDSRheaders
from e.g.Internet.

DSR mechanismof changingthe paclet en-route,in

particular the size being dynamically changedby

constantly-modifiedSRheadercouldcauseproblems
with PathMTU Discovery[17]. Asthesourcemaystuff

apacletfull of payloadandaslim DSRheadeyif some
nodein the network triesto add more DSR optionsto

it, the total size might exceedlink MTU. At the very
least,pacletsmight have to bere-sentandcachedPath
MTU’s changed.

Theremay be a lot of “ideological resistance’to per
forming sourceroutingin the Internet.Neverthelessin
a restrictedscenariossourcerouting seemgo provide
alargenumberof undeniablébenefits.

5 Future Work

The scopeof applicability of DSR needsto be more
preciselydefined. Interactionswith IPSEC,androut-

ing protocol securityin generalshouldbe studied. In-

teractionswith paclet filters shouldbe explored. The
specificatiortext shouldbeclarifiedon somepoints,es-
pecially regardingretransmissionsEspeciallya mixed
network of uni- andbidirectionallinks shouldbe simu-
lated. How destructve a DSR node(or a setof nodes)
canbe with old cacheentriesshouldbe studied. Even
thoughDSRis not meantfor mary hundredsof nodes,
comparisonwith other MANET protocolswith these
amountsf nodesmight beinteresting.

6 Conclusions

DSR appliesratherwell to a smallish,lessthana hun-
dred,network of nodeghattrusteachother In suchnet-
works, DSR may be especiallyusefulif it is important
to be ableto dealwith both high andlow nodemobil-
ity with reasonablymalloverheadvithoutany manual
changesDSRis highly adaptve.

Thereare someareasthat needclarificationsor more
study; some of these are applicableto some other
MANET protocolstoo, though:

— Study on the more generic problem of trusting
routingupdatesn ad-hocnetworking

— Clarificationsandtestson cachemanagemengs-
pecially ensuring cache freshnessand how far
wrongdatacould spread

— Being ableto uselPSECto verify eitherthe pay-
loador DSRheadedata sothatlink-layersecurity
would notberequired

— Clarificationson retransmissiommechanismsand
how thatappliesto unreliablelP

— Clarifications on interactionswith firewalls and
pacletfilters

— Clarificationsandtestswith bi- and unidirection-
ality of links

— Someotherclarificationson the specificatiortext

References

[1] Johnson,D., Maltz, D., Broch, J., DSR: The
DynamicSource RoutingProtocol for Multi-Hop
WirelessAd Hoc Networks Ad Hoc Networking,
editedby CharlesPerkins Addison-Wesley, 2001.

Johnson, D., Maltz, D., Hu, Y., Jetchsa,
J., The Dynamic Souce Routing Proto-
cool for Mobine Ad Hoc Networks (DSR)
http://www.ietf.org/internet-dafts/daft-ietf-

manet-dsi07.txt, work-in-progress, February

(2]

2002.
[3] Mobile Ad-hoc Networks Char
ter, IETF Working Group webpae,

http://www.ietf.org/html.chartes/manet-
charterhtml
[4] Johnsonp., Maltz, D., DynamicSource Routing
in Ad Hoc WirelessNetworks Mobile Comput-
ing, editedby Tomaszmielinski andHankKorth,
Kluwer AcademicPublishers1996.



[5]

[6]

[7]

(8]

9]

[10]

[11]

[12]

[13]

[14]

[15]

Hu, Y., Johnson,D., Maltz, D., Flow Statein
the DynamicSource RoutingProtocol for Mobile
Ad Hoc Networks http://wwwi.ietf.org/internet-
drafts/draft-ietf-manet-dsrfle-00.txt, work-in-
progressFebruary?001.

Baker, F.,  An outsiders view of MANET,
http://wwwi.ietf.org/internet-dréts/drat-baker
manet-reiew-01.txt, work-in-progress, March
2002.

Plummer D., An Ethernet Address Resolu-
tion Protocol IETF Standardslrack RFC 826,
Novemberl982.

Corson,S., Macker, J., MANET RoutingProto-
col Performancdssuesand EvaluationConsider
ations IETF Informational RFC 2501, January
1999.

JohnsonD., DSRdiscussioron work to bedone
MANET IETF53MeetingMinutes,March2002.

Broch,J.,Maltz,D., JohnsonD., Hu, Y., Jetscea,
J., A PerformanceComparisonof Multi-Hop
WirelessAd Hoc NetworkRoutingProtocols Pro-
ceedingsof Fourth Annual ACM/IEEE Interna-
tional Conferenceon Mobile ComputingandNet-
working, p. 85-97,0ctober1998.

Maltz, D., Broch, J., Jetschea, J., JohnsonD.,
The Effects of On-DemandBehaviourin Rout-
ing Protocolsfor Multi-Hop WirelessAd Hoc Net-
works |IEEE Journalon SelectedAreasof Com-
munications17(8):1439-1453August1999.

Maltz, D., Broch, J., Johnson,D., Experi-
encesDesigningand Building a Multi-Hop Wire-
lessAd Hoc NetworkTestbed TechnicalReport
CMU-CS-99-116,School of ComputerScience,
Carngie Mellon University, Pittshurgh, Pennsyl-
vania,March1999.

Deering,S., Hinden,R., InternetProtocol, \Ver-
sion6 (IPv6) Specification|ETF Standardgrack
RFC2460December998.

Kent, S., Atkinson, R., Security Architectuie
for the InternetProtocol IETF Standardsrack
RFC2401November1998.

PapadimitratosP,, HaasZ., Secue Routingfor
Mobile Ad Hoc Networks SCSCommunication

10

[16]

[17]

Networks andDistributed SystemsModeling and
SimulationConferenc CNDS 2002), SanAnto-
nio, TX, January2002.

Perlman, R., Network Layer Protocols with

ByzantineRohustness Technical Report, MIT

Laboratoryfor ComputerScience#429, October
1988.

Mogul, J., Deering, S., Path MTU Discovery,
IETF Standard3rackRFC1191November1990.



