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with QoS guarantees

By Francine Krief*,†

Self-aware management allows the network to react and to adapt to
changes of situation. In this paper an architecture is described for self-
aware management of IP networks offering QoS guarantees. This
architecture uses policy-based management and multi-agent systems. The
originality of the present approach lies in the intention to give a real
autonomy to the components intervening in the chain of services in terms
of internal decisions and configuration. Our solution allows the self-
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the proactive service level agreement management. Copyright © 2004 John
Wiley & Sons, Ltd.
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1. Introduction

The need for automating the supervision
activity is today a crucial element of the
telecommunication networks. It is due to

the increasing need for quality of service (QoS) by
users as well as the growing complexity of man-
agement functions which allow its assurance and
its provisioning, the difficulty of finding people
qualified enough to control this complexity, and
the need for cost control related to this activity.
Indeed, in the current market situation, the opera-
tors seek means of reducing the investments and
the operational expenditure. In this context, the
reduction in human intervention in provisioning
and network management asks for an ever-

increasing level of automation of the network
processes (the control plan) and of the manage-
ment systems (the management plan). Particularly,
the introduction of such a level of automation
reduces greatly the tasks of the operator in the ser-
vices provisioning and assurance. This tendency 
to create a network forever more autonomous 
and service-oriented is called, in the marketing
language, a ‘Self-Aware Network’. This concept
implies the development of a data network infra-
structure by the functional extension of the control
plan. The level of autonomy required is reached by
introducing the operational objectives and the
parameters to be followed in the infrastructure, as
well as by providing respective monitoring and
adaptation means. The need for a management
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system decreases, and the operator does not need
to apply corrections and adaptations so much
anymore. Thus, the management system is simpli-
fied and even more oriented towards the definition
of policies and operational parameters.

In this paper an architecture is described for the
self-aware management of IP networks offering
QoS guarantees. This architecture uses policy-
based management and multi-agent systems.
Section 2 gives a definition of the self-aware man-
agement. Section 3 briefly describes the policy-
based management of IP networks offering quality
of service guarantees. Section 4 presents multi-
agent systems and their use in policy-based man-
agement. Section 5 describes the architecture we
propose. Section 6 presents different functions of
self-aware management. Section 7 concludes and
presents future works.

2. Self-aware Management
Self-aware management can be described as the

capabilities of the management processes and the
subjacent infrastructure to organize themselves
and operate without external assistance. The role
of the administrator is limited to the guidance of
these processes in their laying down operational
objectives and parameters. To offer this self-aware
management, it is crucial to take into account the
dynamicity of the components to be managed. The
following four functions are often quoted.1

• Self-configuration. The automatic configura-
tion of the components and the systems
pursues high-level policies

• Self-optimization. The components and the
systems permanently seek to improve their
performance and their effectiveness

• Self-healing. The system is able to detect,
diagnose, and to repair the hardware and
software problems

• Self-protection. The system is protected from
the attacks or the cascades of failure. The
system failures are anticipated and alarms are
generated

According to this vision, an autonomic system (a
‘self-managed’ system) is composed of the auto-
nomic elements (the ‘self-managed’ elements)
having resources and providing services to the
human actors or to other automatic elements. Each

one of these elements is responsible for the man-
agement of its state/behavior and its interactions
with the environment. The self-managed elements
can be seen as agents.2 The concepts of self-aware
management apply to a broad variety of net-
work and service technologies as well as in the
field of telecommunications in the computer 
networks. In this paper, we are interested more
particularly in IP networks offering the differenti-
ated services.

A ccording to this vision, an autonomic
system (a ‘self-managed’ system) is

composed of the autonomic elements (the
‘self-managed’ elements) having resources
and providing services to the human actors
or to other automatic elements.

3. Policy-based QoS
Management

In self-aware management it is necessary to 
separate information concerning control from the
resources and information on their state. Policy-
Based Management (PBM) suggests such a sepa-
ration and permits the operator to establish service
objectives and policies that are interpreted there-
after by the network resources.3 Thus, the decision
on the resources allocation and configuration can
be taken locally in an autonomous way.

The Policy-based management, defined by the
Internet Engineering Task Force (IETF), proposes
an infrastructure to manage IP networks offering
service guarantees. This infrastructure allows a
flexible behavior of the network according to the
various events which can occur during its man-
agement by using the concept of policy. The 
policies can be defined like sets of rules which are
applied to the management and the control of the
access to the network resources. They also allow
network administrators or service providers to
influence the network element behavior according
to certain criteria such as the user’s identity or the
type of the application, the traffic required, etc. A
policy can be defined at different levels. The
highest level corresponds to the business level.
This policy must then be translated into a network
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level policy then into a low-level policy which is
understandable by the network element.

The IETF, jointly with the Distributed Manage-
ment Task Force (DMTF), works on the information
models related to the various policy levels. The
Policy Core Information Model (PCIM),4 is an
extension of the Core Information Model (CIM) of
the DMTF. The network is seen as a states machine
where the policies are used to control the state
changes. It must be able to identify and model the
states in progress and to define the possible transi-
tions starting from the policy rules. This model
defines the roles, the priorities and the execution
orders, but stays in a quite abstract form concerning
objects. Concerning QoS, two extension levels were
defined: the QoS Policy Information Model
(QPIM)5 which defines precise actions to be real-
ized on the packages and the QoS Device Datapath
Information Model (QDDIM)6 which defines the
actions to be undertaken on the network element.
Within the policy-based management framework,
the significant issue to allow the automation of the
management process is automatic translation, on
the one hand, of the service contract (SLS—Service
Level Specification) into policy rules and, on the
other hand, of the high-level policy rules obtained
into policies which are understandable by the
network element. This process is more difficult to
implement within a multi-domain framework
because operators (intra-domain service providers)
have to dynamically establish inter-domain service
contracts for the end-to-end service delivery.

4. Agent Approach
The introduction of multi-agent systems (MAS)

into the network constitutes a promising
approach.7 Agent approach allows flexible systems
to be built following complex and sophisticated
behaviors because it is a combination of extremely
modular components. The intelligent components
(the agents) and their interaction capacities form a
multi-agent system. In general, an agent can be
seen as a software element which is responsible for
the execution of a process part. It contains a certain
level of cognition, extending from simple prede-
fined rules to the learning machines of the artifi-
cial intelligence. It acts typically on behalf of a user
or of a process allowing automation of the task. In
general, the term ‘intelligent agent’ extends from

the adaptive user interfaces called interface agents,
to the intelligent processes co-operating between
them to carry out a common task.2 These agents
are able to bring their expertise to solve the faults
and to control the network infrastructures. Their
properties, in particular of autonomy, adapta-
tion and distribution, answer well the problems 
of management of strongly distributed sub-
networks. They allow automatic control and man-
agement process and offer services better adapted
to the user’s needs. The network becomes 
‘smart ‘, i.e. it is able to adapt to a new situation,
to control the delicate states and to manage the ser-
vices under conditions not considered a priori.8

The agent approach in policy-based manage-
ment environments mainly concerned the intro-
duction of mobile agents, particularly for the
dynamic service contract negotiation and policy
rules provisioning. A mobile agent is defined,
usually, as being an independent program which
acts on behalf of a user or another entity and is able
to move from a network node to another.9–11 In 
Reference 12 mobile agents are used to automate
the negotiation between customers and service
providers and between service providers in order
to provide the service required by the customer.
The interest of such an approach lies in the nego-
tiation process delegation at intelligent agents and
the reduction of the load of the communications
going through the network compared to the
results of a traditional protocol (i.e. client/server
type). The agent transports business policies so
that the negotiation and the decision can be carried
out locally.13 The properties of the agent which are
important, here, are mainly the mobility and the
capacity to negotiate. In Reference 14 mobile
agents are used for the policy rules provisioning
in order to discharge the PDP from this task.

Intelligent agents were also introduced into
policy-based management environments, particu-
larly, to manage the security. Reference 15 pro-
poses a model of policy-based management of
security which uses a multi-agent system. The
security management on the network is divided
into three plans: a user plan, an intelligent plan
and a network plan. In the user plan, the admin-
istrator defines and specifies the security policies
to be applied in the network. The security policies
specify the attacks which the system must detect
and guide the agents behavior. The intelligent plan
symbolizes the intelligent part of the system. This
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plan detects the diagrams of security attack. It is
represented by a multi-agent system and an infor-
mation model used by the MAS which is based on
BDI concepts (Believe, Desire, Intention).16 The
network plan represents the network. This plan
collects the events related to security which occur
in the network and which will be analyzed by the
MAS to identify new attacks. The properties of 
the agent which are required here are mainly the
adaptability, the co-operation and the reasoning
capacity.

T heir properties, in particular of
autonomy, adaptation and distribution,

answer well the problems of management of
strongly distributed sub-networks.

5. Architecture for Self-aware
Management

We propose an architecture for the self-aware
management of IP networks by using policy-based
management and multi-agent systems. This archi-
tecture allows the dynamic QoS management
within the framework of the DiffServ model. It is
also in conformity with the architecture of the IST
CADENUS (Creation And Deployment of ENd-
User Services in premium IP networks) project.
This European project proposed a Service Level
Agreement (SLA)-based framework for the con-
figuration and the provisioning of end-user ser-
vices in Premium IP.

The SLA allows a customer who subscribes to a
service from a provider, to have a service level
guaranteed by it. The customer can be a user,
another provider offering the same level of ser-
vices (a horizontal SLA) or a service provider
whose offer is at a different level (a vertical SLA).17

The contractual elements of the SLA specify the
service that must be delivered. The SLS (Service
Level Specification) corresponds to the technical
part of the SLA. It contains the services description
in technical terms.

The CADENUS project recommends the use 
of three levels of mediation for telecommunica-
tion services: the Access Mediator, the Service
Mediator and the Resources Mediator.18

Our architecture includes these three mediation
components and monitoring functions are intro-
duced to allow each level to adapt its behavior 
to the environment which it is controlling. Each
level can be seen as a self-managed entity, so the
provider’s tasks in provisioning and services
assurance can be reduced. The level of autonomy
required is reached by introducing the operational
objectives and the parameters to be followed in the
infrastructure, as well as by providing respective
monitoring and adaptation means. The need to use
the management system decreases, and the opera-
tor does not need to apply corrections and adap-
tations so much any more. Thus, the management
system is simplified and even more oriented
towards the definition of policies and operational
parameters.

Each level implements their own tools of moni-
toring and have a meta-control level which allows
it to adapt its behavior to the dynamicity of the
environment it is managing. The meta-control
level contains two categories of agents:

• The monitoring agent. It controls the coher-
ence of network/network element behavior
with the policies which were applied. It
makes the decision to inform the others
agents or the higher level before a SLA
violation

• The adaptation agent. It modifies the Media-
tor/Network Element behavior in order to
improve its operation and to optimize the
service configuration.

Each level is detailed in the following sub-sections.

—5.1. The Access Mediator—

The Access Mediator (AM) is responsible for 
the mediating between the end-user and several
service providers. It has knowledge of the end-
users, the access link and the terminal type and
gives them access to a particular service provider.
The Access Mediator presents to the user a wider
selection of services, ensuring the lowest cost and
it simplifies the process of service selection. It can
immediately notify the user that a new service has
become available.

In Reference 19, we proposed to use mobile
agents for the dynamic negotiation of SLA
between a customer and several AMs. An agent
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called UO (User Overseer), located on the user’s
terminal, sends mobile agents, called UN (User
Negotiator) to the AMs to negotiate a service
according to the user’s needs. They send to the UO
the result of their negotiation as well as the new
offers that may interest the user. The UO selects on
behalf of the user the best offer among the offers
of service it received.

The AM has a multiagent platform on its site
that welcomes UN agents from customers. An
agent called AN (Access Negotiator) negotiates
services and rates on the behalf of the AMs. The
interactions between agents are described in Ref-
erence 19. Figure 1 represents the Access Mediator.
The AM contains a multiagent platform and two
modules: SLA Subscription and SLA Translation.

SLA Subscription binds the customer to a par-
ticular service provider through a SLA which
allows the customer to specify the QoS required. It
also allows the service provider to identify pre-
cisely the needs of the customer so that it can
manage the service as well as possible.

SLA Translation translates the new service
request into an XML format and sends it to the
Service Mediator concerned.

W e proposed to use mobile agents for
the dynamic negotiation of SLA

between a customer and several Access
Mediators.

—5.2. The Service Mediator—

The Service Mediator (SM) has to inform the
AMs of all new service offers, so that they can
present these new offers to their users. It super-
vises the management of the physical access to 
the services via the appropriate underlying
network(s), using the Resource Mediator(s) con-
cerned. The SM maintains no direct contact with
the end-users for SLAs. It possibly deals with other
service providers to compose its services and with
network providers to support its services.

In the following we assume a Hub Business
Model,18 in which a service provider may contact
several network providers to fulfill an end-to-end
service. In this case, it has knowledge of every
service offer. The SM controls and coordinates all
the Resource Mediator(s) under its responsibility.
It is responsible for the translation and the control
of the SLA, and maintains a service report for the
Access Mediator. It is responsible for the contrac-
tual aspect of the services which must be provided
to the customers. Figure 2 represents the Service
Mediator. It contains two parts: the Service 
Monitoring and Management Level, and the
Service Meta-Control Level.

The Service Monitoring and Management Level
consists of a certain number of modules ensuring
each one a particular functionality.

The SLA subscription module converts the SLAs
into corresponding technical parameters. These
technical parameters are:18,20

• Scope (e.g. network ingress and egress points
for the traffic flow)

• Flow identification (e.g. source/destination
network addresses)

• Load descriptor (e.g. mean rate, burst size,
peak rate)

• Excess treatment (e.g. marking, shaping,
dropping)

• Performance guarantees (e.g. delay, packet
loss, jitter, throughput)

• Service schedule
• Monitoring parameters (e.g. monitoring 

frequency)
• Reliability
• Cost parameters

Then, this technical description is used by the
Service Configuration module and the Service
Monitoring module.
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The Service Configuration module has to iden-
tify every Resource Mediator involved in provid-
ing the end-to-end service and transmit an SLS to
each one of them (hub model). To compose the dif-
ferent SLSs, it has different data bases (e.g. Service
Description) and circumstantial information
which is periodically updated (e.g. effective QoS
parameter values for each service provided by a
Resource Mediator, and satisfaction level associ-
ated with each service).

The Configuration Policies Generator deals
with the translation of the SLS in policy rules
which are stored after validation in a policy reposi-
tory. These policies follow the QPIM model and so
are independent of the technology used. We use
the formalism defined in Reference 21 to represent
these policies. What follows is the classic example
of policy rule used at this level:

Policy ServiceConfiguration
For ResourceMediator1
On SourceIPaddress
On Event {PolicyTimePeriodCondition}
Do {GoldService}
Constraint Boolean Expression

The Configuration Policies Distribution sends 
the policies to the different Resource Mediators
concerned.

The Service Monitoring has to define the objec-
tives of service monitoring for each Resource
Mediator involved in the provisioning of the end-
to-end service. To do that, it uses monitoring para-
meter referring to each SLA and circumstantial
information which is periodically updated (e.g.
recommended QoS monitoring parameter values
for each service provided by a RM). It also knows
the RM impacted in the provisioning of the end-
to-end service.

The Monitoring Policies Generator deals with
the translation of service monitoring objectives
into service monitoring policy rules. The Monitor-
ing Policies Distribution sends these policies to
the RMs concerned. These rules are used to con-
figure the network, so that data collection and
reporting depend on the SLA. This is an example
of policy rule:

Policy ServiceMonitoring
For ResourceMediator1
On SourceIPaddress
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On Event {PolicyTimePeriodCondition}
Do {PacketLossMonitoring}
Constraint Boolean Expression

The QoS Data Collector collects service infor-
mation from the RMs and makes a first data 
processing.

The Service Meta-Control Level is used to adapt
the SM behavior to a new situation. There are two
agents for the service control and the optimization
of the service configuration (Service Configuration
Agent and Policies Validation Agent) and two
agents for the QoS assurance (Service Monitoring
Agent and SLA Monitoring Agent).

The SLA Monitoring Agent analyzes the data
obtained. It makes the decision to contact the
Service Configuration Agent and the Service 
Monitoring Agent or to alert the Access Mediator
of the impossibility of ensuring the service
required in order, for example, to renegotiate the
SLA with the customer. It also informs the Control
Admission module which is used for the negotia-
tion with the AM. The negotiation between AM
and SM is not considered in this paper. The behav-
ior of this agent is guided by policy rules such as:

Policy SLAMonitoring
For SLAMonitoringAgent
On SourceIPaddress
On Event {QoSMeasure}
Do {alert}
Constraint ThresholdValue

Only the SLA Monitoring Agent is concerned by
this policy rule whose formalism is similar to the
ones used until now.

The threshold values are significant here. The
SLA Monitoring Agent creates a base of examples
from the results obtained following the actions 
it has done. From this base, a learning method
would be used to improve the threshold values,
and so, its own behavior.

The Service Monitoring Agent has to adapt the
task of the Service Monitoring module in order to
avoid any violation of SLA. It modifies its behav-
ior by proposing a modification of SLS monitoring.
The behavior of this agent is also guided by 
policies such as:

Policy NewMonitoringSLS
For ServiceMonitoringAgent

On SourceIPaddress
On Event {alertSLA}
Do {NewMonitoringSLSProposition}
Constraint Boolean Expression

The Service Configuration Agent has to adapt or
optimize the task of the Service Configuration
module by changing its behavior (by modifying
the value of a parameter such as the satisfaction
level for a service or by proposing a SLA modifi-
cation which will have as a result the modification
of a policy rule or a set of policy rules).

Its behavior is guided by policies of the follow-
ing type:

Policy NewSLS
For ServiceConfiguration
On SourceIPaddress
On Event {alertSLA}
Do {NewConfigurationSLSProposition}
Constraint Boolean Expression

The Policies Validation Agent has to validate the
policy rules translated by the Translation module
before their deployment over the network through
the Resource Mediator(s).

Then, the policy rules are stored in the policy
repository. The agent’s behavior is guided by
meta-policies, i.e., policies about management
policies. In Reference 22 examples of meta-policies
are given.

T he Service Meta-Control Level is used to
adapt the SM behavior to a new

situation.

—5.3. The Resource Mediator—

The Resource Mediator (RM) is associated with
the underlying network. It is responsible for the
network performance demanded by the service
provider(s). In a policy-based management envi-
ronment, it acts like a PDP (Policy Decision Point).
It has the responsibility for determining which
policy rules need to be applied to the network ele-
ments to satisfy the Service Mediator(s). Specificity
of PDPs in our architecture is to send network-
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level policies which are not directly executable by
the network elements in order to give them more
autonomy. Policy rules are of the following type:

Policy ServiceConfiguration
For EdgeRouter1
On SourceIPaddress
Do {PHBtype}

Reference 23 gives examples of security network-
level policy rules for dissemination to the network
elements.

Figure 3 represents the Resource Mediator. It is
divided into two parts like the SM.

The Network Monitoring and Management
Level includes a QoS PDP for the provisioning of
QoS policy rules and a Monitoring PDP for the
provisioning of QoS monitoring policy rules.

The Policies Generator modules generate the
policy rules in XML format for dissemination 
to the networks elements. Then, these rules are
sent by the distribution modules to the network
elements concerned. The functionality of the

Network Meta-Control Level is to adapt the RM
behavior to the dynamics. It is based on an agent
for the control and the optimization of the resource
management (Network Provisioning Agent) and
two agents for the monitoring (Network Monitor-
ing Agent and SLS Monitoring Agent).

The SLS Monitoring Agent analyzes the data
collected by the QoS Data Collector. It makes 
the decision to contact the Network Provisioning
Agent, the Network Monitoring Agent or the
Negotiation module. The Negotiation module has
to renegotiate the SLS parameters with the Service
Mediator(s) if the RM is not able to maintain the
QoS required. It is not represented on Figure 3
because RM–SM negotiation is beyond the focus
of this paper. The behavior of the SLS Monitoring
Agent is guided by policy rules which are 
similar to the ones used by the SLA Monitoring
(SM level).

The Network Monitoring Agent has to adapt 
the task of the Monitoring PDP by modifying its
behavior, so that the service level required is main-
tained. The agent’s behavior is guided by policies
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which are similar to those used by the Service
Monitoring (SM level).

The Network Provisioning Agent has to
improve the Provisioning PDP work in order to
respect the service level required by the SM(s). Its
behavior is guided by policies which are similar to
those used by the Service configuration (SM level).
This level is similar to the Service Meta-Control
Level: instead of controlling the end-to-end service
according to the SLA negotiated with the AM, this
level controls the network service according to the
SLS negotiated with the RM. The main difference
lies in the fact that there is no Policy Validation
Agent because the policy rules follow on from
policy rules which have been validated by the SM.

—5.4. The Network Elements—

Each network element has a local PDP (LPDP)
and a PEP (Policy Enforcement Point). The PEP
constitutes the application point of the policies.
Within the framework of the DiffServ model, it

configures the tools it has to help enforce the 
decisions: packets filtering, bandwidth reserva-
tion, traffic priority, etc.

The local PDP receives the decisions and the
policy rules from the RM and translates these
policy rules into policy rules/commands under-
standable by the PEP. To do that, it has an infor-
mation base that contains the different policy rules
(actions) to be executed according to the decisions
received from the RM and its perception of its
environment. The LPDP can be seen as a rational
agent which allows the network element to
manage itself. Figure 4 represents a network
element. It contains two modules for the enforce-
ment of the policy rules:

• The Provisioning PEP for the enforcement of
provisioning policy rules

• The Monitoring PEP for the configuration of
the monitoring tools.

Each network element includes a Meta-Control
Level composed of two agents: the Provisioning
Agent and the Monitoring Agent.
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The Provisioning Agent can be seen as a local
PDP. Depending on the network state and the
policy rules sent by the RM, it pushes new config-
uration rules to the PEP (it executes a new plan).
This allows a dynamic reallocation and manage-
ment of network resources based on current
network state and applications QoS requirements.
It could be seen as a rational BDI agent (Figure 5).
Its rationality is turned towards the execution of a
set of plans (a set of configuration rules) to main-
tain a certain QoS.

The Monitoring Agent makes the decision to
inform the LPDP, the RM or the neighbor Moni-
toring Agents about a risk of service degradation.

6. Examples of Self-
management

Our solution allows the self-configuration, self-
provisioning and self-monitoring of service as well
as the proactive SLA management. In the follow-
ing, different functions of self-management are
described.

—6.1. Self-negotiation and Self-
configuration—

The introduction of a multiagent platform in 
the AM allows the automatic SLA negotiation
between a client and a service provider. The use of
mobile agents has the advantage of limiting the
cost of communication and of permitting asyn-

chronous communications while offering a certain
confidentiality level. Moreover the introduction 
of negotiation protocols is the only acceptable
method for reaching an agreement between an AM
and a user.19 This negotiation method would be
extended to the negotiation of inter-domain SLS
(e.g. between RMs in a cascade model18).

The capability of SLA negotiation and the
automation of the translation of the SLA into
policy rules at different levels allow the self-
configuration of end-to-end services in IP net-
works offering QoS guarantees.

The CADENUS architecture associated with the
policy-based management was implemented in
the context of French national research project
ARCADE (Architecture de Contrôle Adaptative
des Environnements IP) (http://www.telecom.
gouv.fr/rnrt/). The purpose of this project was to
set a general model for the control of IP networks.
The implementation of this architecture allowed
the network elements to be configured dynami-
cally by taking into account the QoS and security
needs of the customers. Figure 6 represents the
ARCADE middleware.

In this context, we implemented an intelligent
interface which identified the QoS needs of the
application and the user and dynamically 
negotiated the SLS with the service provider via
the SLS PDP.24 This intelligent interface was 
implemented on the multi-agent platform called
oRis (http://www.enib.fr/~harrouet/oris.html)
and successfully tested by activating different
applications with real time constraints such 
as the VIC (Video Conferencing Tool)
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(http://www-nrg.ee.lbl.gov/vic/) and the RAT
(Robust Audio Tool) (http://www-mice.cs.ucl.
ac.uk/multimedia/software/rat/) applications.
The intelligent interface negotiated successfully
the SLS parameters of these applications according
to the users’ needs. The network adapted dynam-
ically the configuration of the network elements,
so that the user’s demand is satisfied.

T he capability of SLA negotiation and the
automation of the translation of the

SLA into policy rules at different levels
allow the self-configuration of end-to-end
services in IP networks offering QoS
guarantees.

—6.2. Self-monitoring and Self-
adaptation—

We have extended the CADENUS architecture
to the self-configuration of SLA monitoring tools.
This new functionality allows the monitoring to
adapt to a change of SLA (e.g. new QoS needs), 
of topology (e.g. new components involved), of

network behavior (e.g. the data collected become
insufficient to analyze the change of behavior of
the network). Moreover, the introduction of mon-
itoring functions associated with a meta-control
layer at every level of the architecture allows the
proactive management of the SLA.

The meta-control level is used to modify the
entries of the monitoring and management
modules in order to respect the SLA/SLS. Figure
7 represents the interactions between agents in
order to adapt the system to the environment that
it is controlling and to maintain the SLA/SLS
required.

It is preferred to introduce agents only into 
the meta-control level because it is supposed 
that monitoring and management modules are
already present on the market.18 However, 
reactive agents could replace these modules. We
have also privileged the introduction of MAS only
in the meta-control level to facilitate the introduc-
tion of agent technology in the telecommunication
architectures.

Concerning policy-based management, a local
PDP has been introduced in the network elements
to permit them to become relatively autonomous.
Policies are distributed to all the routers that are
concerned and every one of them according to its
context will seek the good parameters to configure
its part of the service.
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7. Conclusion and Future Works
An architecture for the self-aware management

of IP networks with QoS guarantees has been
described. The originality of the present approach
lies in the intention to give a real autonomy to the
components intervening in the chain of services 
in terms of internal decision and configuration.
Our solution allows the self-configuration, self-
provisioning and self-monitoring of service as well
as the proactive SLA management.

Our future works concern the description of
learning methods which would be used in our
architecture. Some works already exist concerning
the association of MAS with learning methods.25–27

A dynamic negotiation of SLA between a user
and an AM has been introduced and we would
like to extend this approach to the negotiation
between RMs in a cascade model.18

Finally, in the context of the French national
research project SWAN (Self-aWAre maNagement)
(http://www.telecom.gouv.fr/rnrt/), some func-
tionalities of this architecture will be implemented.
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