Analysis of Simple Counting Protocols
for Delay-Tolerant Networks -

Brenton D. Walker, Joel K. Glenn, and T. Charles Clancy
Laboratory for Telecommunications Sciences
US Department of Defense
College Park, MD, USA

brenton@ltsnet.net, jglenn@ltsnet.net, clancy@ltsnet.net

ABSTRACT

Mobile Wireless Delay-Tolerant Networks (DTNs) are wire-
less networks that suffer from intermittent connectivity, but
enjoy the benefit of mobile nodes that can store and forward
packets or messages, and can act as relays, bringing packets
and messages closer to their destination through a selective
forwarding policy. Many DTN protocols compensate for the
unpredictability of the network by distributing multiple mes-
sage copies in the hopes that at least one will eventually be
delivered. As the number of message carriers becomes large
these schemes experience diminishing marginal benefits from
the addition of more message carriers. We describe and ana-
lyze the Simple Counting Protocol, an extremely simple
and robust method for limiting the fraction of nodes that
carry a copy of a message. We examine the performance
of this protocol in conjunction with several abstract mobil-
ity models and show that the protocol performs reasonably
well in diverse circumstances. The Simple Counting Proto-
col does not assume much about node mobility, and there-
fore should be useful for applications where little is known
about node encounter patterns. The simplicity of its im-
plementation will hopefully make it a useful substitute for
epidemic routing as a naive lower bound in protocol perfor-
mance comparisons.

We also show how the same simple techniques and prin-
ciples can be applied in conjunction with more complex
heuristic DTN protocols to reduce network resource usage,
a scheme we call Intermediate Immunity.

Categories and Subject Descriptors
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munication; C.2.2 [Network Protocols]: Routing Proto-
cols
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1. INTRODUCTION

The key difference between Delay-Tolerant Networks (DTNs)
and the Ad-Hoc Wireless Networks usually studied is that
DTNs generally lack end-to-end connectivity. In the mobile
wireless variety of DTNs that we focus on, nodes must rely
on unpredictable mobile nodes to store and deliver packets
or messages. Because of this unpredictability many DTN
protocols allow nodes to distribute multiple copies of the
messages they receive in the hopes that at least one copy will
reach its destination. The extreme of this approach is the
epidemic class of protocols [10, 12] whereby all nodes pass
on copies of all their messages to every node they encounter
until the message is delivered. The variants described in [10]
differ in how they attempt to clean up once a copy of the
message has been delivered.

More intelligent DTN protocols attempt to restrict the
forwarding of messages while preserving network performance.
One of the simplest approaches is to limit the number of
copies of each message that are produced [10, 11]. In sec-
tion 2.2 we will explain in more detail why this approach
can be desirable. Let us refer to the ratio of the num-
ber of nodes who carry a message to the total number of
nodes as the carrier fraction. Several possible distribu-
tion schemes for achieving a target carrier fraction are given
in [10]. These approaches may be inadequate for some appli-
cations because they assume prior knowledge of the number
of nodes in the system. The proposed “Spray and Wait”
protocol [11] includes a clever technique for estimating the
number of nodes in the system in order to compute the num-
ber of message copies that should be distributed. However
this protocol could be complicated to implement and debug,
and once a message has been released it will be unable to
compensate for potential changes in the number of nodes.
It also assumes that the nodes’ mobility patterns are iid. In
situations where node mobility is not iid it is possible that
“relays” may never encounter the destination and that the
“wait” phase could be indefinite.

In each of these approaches the nodes know more than
they need to about the network. We describe a simple pro-
cess wherein each node is ignorant of the number of nodes in
the group, but still manages to achieve the same goal of lim-
iting the carrier fraction. Our method will effectively adjust
the number of carriers if the number of nodes in the system
changes. It is only marginally more complex than epidemic



routing and requires a very small amount of memory which
depends linearly on the number of messages carried.

Another complementary approach to optimizing the dis-
tribution of message copies is to use heuristic protocols
which only pass message copies to nodes which are consid-
ered more likely to bring the message closer to its destina-
tion. The details of such protocols can become very complex.
The simplest type of heuristic protocol is the static hierar-
chy where the nodes are manually organized into tiers based
on how likely they are to deliver a message to some common
destination. For example in [9] the nodes are organized into
a hierarchy of slow-moving or stationary sensors and highly
mobile "mules” which aggregate messages from the sensors
and deliver the data to access points. We will elaborate on
this in section 4.1.

We will show how the principles of the Simple Counting
protocol can be used in conjunction with heuristic DTN pro-
tocols to effectively “clean-up” unnecessary copies of a mes-
sage once that message has established itself in a population
of nodes which are closer to the message’s destination. This
technique, which we call Intermediate Immunity, has as-
pects in common with the idea of custody transfer [1] but
on a collective scale.

In section 2 we will state our assumptions and explain how
Simple Counting works. In section 3 we model the behavior
of Simple Counting and compare to simulation results under
different mobility models. In section 4 we will describe how
Intermediate Immunity works, and in section 5 we will give
results from a variety of simulated example scenarios.

2. THE SIMPLE COUNTING PROTOCOL

2.1 Assumptions

DTNs are often viewed as mostly connected mobile wire-
less networks that suffer from intermittent disruptions and
segment isolation. We take another, not uncommon, view of
the DTN as a sparse disconnected collection of nodes that
may occasionally come together in pairs or small groups. We
model this situation using discrete space and discrete time.
In this model each node occupies a cell in the grid and can
communicate only with other nodes in its cell. A model like
this seems like a reasonable approximation for very sparse
networks such as the Saami Network or Zebra Net [4, 3], or
in a denser urban environment where the nodes may have
short range and be generally surrounded by obstructions.
We do, however assume that the network is dense enough
that encounters will take place. The actual encounter rate
will determine the time scale on which data propagates.

2.2 Why Limit the Carrier Fraction?

Given a collection of nodes and a message to be delivered
to some destination, we expect the probability of a delivery
taking place to be roughly doubled if there are two message
carriers instead of one. Likewise, if there are N nodes in the
system and n < N of them carry a copy of the message,
we expect the probability of delivery to be roughly n times
what it would be for only one carrier. As n approaches
the same order of magnitude as N, however, we expect to
see diminishing benefits from each additional carrier. An
example of this would be a geometric process with success
probability p. The expected waiting time is . If p = =
then changes in n make very little difference in the waiting

time if n is close to N. Therefore if our nodes’ buffer space is

at a premium it makes sense to limit the number of carriers
to only a fraction of the nodes. Cutting the carrier fraction
in half will drastically reduce buffer usage in the system as a
whole, but is unlikely to have a large effect on delivery time.

2.3 The Protocol

The Simple Counting Protocol works as follows for each
message M. We assume that nodes exchange some form of
summary vector at the beginning of each meeting just as in
the epidemic protocol [12].

e Each carrier of the message M keeps two counters
n. = # of consecutive non-carriers of M seen

nq = # of consecutive carriers of M seen

e If n. > C for some threshold C > 0 then hand off a
copy of M and reset n. = 0.

e If ng > D for some threshold D > 0 then drop your
copy of M and reset nqg = 0.

Note that we always have either n, = 0 or ng = 0 so
it isn’t really necessary to keep two separate counters. In
practice we just keep a single counter and represent n. with
positive values and ng with negative values. Also we can
assume that the copy threshold C' and the drop threshold D
will be less than 100, so it suffices for each node to keep a
signed byte for each message it carries.

It is impossible for a message to be completely eradicated
before it is delivered. When two nodes meet and exchange
summary vectors, one of the nodes will always have to be
the initial sender. The initial receiver must update its coun-
ters and delete the necessary messages before it offers its
summary vector to the initial sender. If two carriers come
together and the initial receiver decides to drop its copy of a
message, the initial sender will perceive that node as a non-
carrier of that message and will therefore be unable to drop
its copy. Thus, only one copy of a message can be deleted
in any encounter. Since a copy can only be deleted when
two carriers meet, this can never result in a message be-
ing completely eradicated before it is delivered. Note that
this reasoning does not apply to messages that are being
dropped due to storage constraints. There are some small
changes that can be made to this protocol to slow down mes-
sage eradication in situations where buffers are full, but we
choose to focus on the simplest version here.

One potential benefit of this technique is that the set of
message carriers changes over time. The copy-amortization
techniques in [10] are geared towards achieving more diverse
spatial distribution of message copies, as is the “binary spray
and wait” scheme in [11]. They make a special effort to make
sure that the eventual message carriers are not just the first
ones that the source sees. In our scheme the available copies
are constantly percolating through the nodes. Even if the
nodes’ mobility patterns are not iid, this percolation auto-
matically gives us greater spatial diversity. The drawback
of this is that more energy is spent on transmissions than
if we just picked a fixed subset of nodes to be carriers. We
will quantify this in section 3.2.1.

Note that Simple Counting with C' = 0, D = oo is equiv-
alent to traditional epidemic routing.



3. ANALYSIS

First we study the steady-state properties of Simple Count-
ing under uniform mobility. Then we will address other mo-
bility models and some transient properties.

3.1 Mobility Models

In our analysis we will refer to a number of mobility mod-
els so we take a moment to summarize what they are. Our
analysis and simulations use a discrete toroidal grid and dis-
crete time. We often refer to grid points that can be occu-
pied by nodes as “cells”.

e Uniform (UNI)
If the simulation space is a K x K grid, then at any
time step each node has a uniform 1/K 2 probability
of being in any cell on the grid, independent of its
previous position.

e Random Walk (RAW)
At each step a node makes a list of its neighboring
cells and chooses its next position uniformly from those
neighbors.

e Random Direction (RDIR)
Each node chooses a velocity uniformly from some in-
terval [Umin, Umas], & direction uniformly from the in-
terval [0,27) and a duration uniformly from some in-
terval [Tmin, Tmasz]. Then it travels in the chosen di-
rection at the chosen velocity for the chosen amount
of time [7].

e Localized Random Walk (LRAW)
Each node is assigned a fixed home cell. At each
step each node makes a list of its neighboring cells and
chooses one with multinomial probability depending
on each cell’s distance from the node’s home cell. In
particular
Prob(choosing cell i) oc e %/2"
where d; is the taxicab distance from cell 7 to the home
cell and 7 is some positive parameter we call the “tight-
ness parameter”. It turns out that a node following the
LRAW mobility model will have a double exponential
(or Laplace) stationary distribution about the home
cell. We will pull in a variety of properties of this mo-
bility model, though a complete analysis is beyond the
scope of this paper [13].

3.2 Steady-State Analysis

The only two parameters this scheme takes are the copy
threshold, ', and the delete threshold, D. We would like to
compute the expected carrier fraction achieved at equilib-
rium for parameters (C, D). We assume there are N nodes
in the system and (for the present analysis) assume that at
any time every node has an equal probability of encounter-
ing any other node. This is essentially assuming that the
nodes have a uniform mobility model.

Let a € [0, 1] be the carrier fraction. That is, there are N
carriers in a system with N nodes. Then for any particular
node we can model its copy and drop counters, n. and ng,
as Markov processes. Let 7;(«) be the probability that the
copy counter n. = j given carrier fraction «. Similarly, let
pj(a) be the probability that the drop counter ng = j.

First consider the copy counter, n., which tracks the num-
ber of consecutive non-carriers the node has seen. Upon see-
ing the C*™™ consecutive non-carrier the node makes a copy
and resets n., so the counter can take any value from 0 to
C — 1. In any encounter, the probability of seeing a non-
carrier and increasing the counter is (1 — ). The probability
of seeing a carrier and resetting the counter to 0 is a.

1-a. (produce a copy)

This model is represented by the C' x C' matrix

o a ... a 1
l1-a 0 ... 0 O
0 0 ...1-«a0

This model is ergodic and has a stationary solution Ax =
x. The only state we are really interested in is the (C'—1)th
state which is occupied with probability

a(l—a)° !

TT-U-aF ®

For any carrier fraction, o, (a N)(1 — ) mc—1(a) is the ex-
pected rate at which copies are being produced. Similar
reasoning tells us that (a N)a pp—1(«) is the expected rate
at which copies are being dropped, where
(1—a)aP!
pp-1(a) = 1 _—aD 3)
is the probability of the delete counter, ng, having value
D —1.

To compute the steady state of the system we reason that
the rate at which copies are being produced must equal the
rate at which copies are being dropped. This is true when
(1 —-a)mc-1(a) = app-1(a). More explicitly, when

(1-a)a®  a(l—a)®
1—aP?  1-(1-a)° “)

We do not know of a way to get a general closed-form solu-
tion for « as a function of C' and D. But o pp—1(a) is mono-
tonically increasing from 0 on [0,1], and (1 — a) 7e—1(«) is
monotonically decreasing to 0 over the same interval. There-
fore for any given C' and D there exists a unique equilibrium
point and it is simple enough to solve numerically for a. Fig-
ure 1 shows an example for D = 3 and C' = 5.

We are interested in how accurately this protocol achieves
the desired carrier fraction. This will depend on the mobil-
ity pattern of the nodes. In our analysis we assumed that
probability of a carrier node encountering another carrier
was equal to the global carrier fraction. This is the case
if the nodes follow a uniform mobility model, and it turns
out to be a good approximation for the other mobility mod-
els we consider. We make the following brief and intuitive
argument for why our analysis will be applicable even for
localized mobility models:

Definition: By a neighborhood of nodes we mean a
collection of two or more nodes among which the encounter

mo—1(a)
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Figure 1: Plot of (1—a) mc—1(a) and a pp—1(«) as func-
tions of the carrier fraction, a. The value of alpha
where the two curves intersect is the equilibrium
point, where the expected rate of copy creation is
equal to the expected rate of copy deletion.

pattern is approximately uniform. That is, each node is
approximately equally likely to encounter any other node in
its neighborhood.

Assumption: If the expected carrier fraction for every
neighborhood of nodes is «, then the expected global carrier
fraction for all nodes in the system is a.

For example, consider a set of nodes with random walk
mobility. If one draws a circle that only encloses a few nodes,
the set of nodes enclosed by the circle would be a neighbor-
hood of nodes. They are all approximately the same distance
from each other, and therefore their encounter probabilities
are approximately equal. Now, if the carrier fraction among
the nodes in any such circle were about «, the carrier frac-
tion of all nodes in the system would also be about «.

It is possible to draw node arrangements where this is not
true, but such exceptions will be rare and short-lived. A lot
more could be said about this, but we appeal to the reader’s
intuition and the consistency of our results. Figure 2 com-
pares predicted equilibrium carrier fractions to simulation
results for several mobility models. In all cases the pre-
dicted carrier fraction is fairly close to that observed. This
highlights the flexibility and robustness of Simple Counting.

3.2.1 The cost of message percolation

The fact that the message carriers are constantly changing
can be seen as a benefit. Under non-uniform and non-iid
mobility models this percolation will usually ensure that all
nodes will get a turn being message carriers. The cost of this
percolation is that Simple Counting will consume energy on
transmissions even after the desired carrier fraction has been
reached. We can use the analysis in this section to quantify
this.

Suppose the mean pair encounter rate is R and the equi-
librium carrier fraction is ap. Then the expected rate at
which message copies are being transmitted at equilibrium
is RaoN(1 — ag)me—1(o). This turns out to be fairly small
in most situations, however it is an aspect that could be
improved upon.
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Figure 2: Predicted carrier fractions compared to
carrier fractions observed in simulations for several
mobility models. In all cases C' = 10 and D is allowed
to vary between 2 and 10. We omit the error bars
to keep the plot legible. The experimental standard
deviations were always in the range of 2-4%.

3.3 Transient Analysis

Even though different mobility models do not have a great
impact on the steady-state properties of the Simple Count-
ing protocol, they will have a great effect on its transient
properties. That is, the speed and manner with which the
system reaches equilibrium. One thing that is true in gen-
eral is that the Simple Counting protocol will slow down the
spread of messages relative to epidemic. Even when the car-
rier fraction is very small, a node must encounter C' consecu-
tive non-carriers before it is allowed to hand off its first copy.
This could be viewed as benefit or a detriment. In some sit-
uations it might make sense to slowly increase the carrier
fraction in the hopes that the destination is nearby and that
the message will be delivered directly without wasting too
much energy and storage. In other situations one may want
to reach the equilibrium fraction as fast as possible. In this
case a node might produce as many copies as possible imme-
diately after the message is released and then let the Simple
Counting protocol rein in the carrier fraction, analogously
to TCP “slow-start”.

Another small modification to Simple Counting is what
we call “fast mode”, where a message carrier does not reset
its n. counter after handing off a message copy. The analysis
of these sorts of variations is almost exactly the same as for
plain Simple Counting. We restrict our analysis here to the
simplest protocol.

3.3.1 Transient properties with UNI

The goal of this analysis is to derive a function ¢(t) which
approximates the expected number of copies of a message
in circulation at time ¢. This process can be modeled as a
differential equation. As a starting point consider the epi-
demic protocol (equivalent to the simple counting protocol
with C <1 and D = o0). Uniform epidemic spread is mod-
eled by:

d
Ecepidemic,UNI (t) =NRc (1 - %) (5)



where R is the pair encounter rate of the nodes and N is the
number of nodes in the system. Under the uniform mobility
model on a K x K grid we have R = 1/K?. The factor c is
the number of carriers at time ¢ and the factor (1 — ¢/N) is
the probability of encountering a non-carrier. This is solved
by the logistic equation:

N@NRt
Cepidemic,UNI (t) = m (6)

The situation under the simple counting protocol is com-
plicated by two factors:

e Not all carriers are eligible to hand off a copy.
e Message copies may be dropped.

Luckily eqn 2 provides the expected fraction of carriers that
are eligible to create message copies as a function of total
carrier fraction'. To compensate for the first issue we replace
¢ in the logistic differential with cmc—1(c/N). We also add a
term representing the rate at which message copies are being
dropped. This is almost the same as the copy-creation term
except we use pp—1(c/N) which represents the probability
that an arbitrary carrier is eligible to drop its message copy,
and we replace (1 — ¢/N) with ¢/N. Combining the copy
creation and copy deletion terms and factoring we get:

4 souni(t) = NRe (1= %) me-s(e/N)

dt
— < Po-1(e/N))

This will not have a closed form solution, but we can solve
it numerically for reasonable initial conditions.

(7)

3.3.2  Transient properties with LRAW mobility

We summarized the Localized Random Walk mobility
model in section 3.1. Part of the rationale for naively lim-
iting carrier fraction, as the simple counting protocol does,
is a scenario where the source belongs to a group of nodes
that is spatially restricted, relying on highly mobile “MULE”
nodes [9] to pass by and pick up message copies. In situa-
tions like this, limiting the carrier fraction can reduce buffer
usage in the spatially restricted group of nodes by an or-
der of magnitude while having little impact on the message
pickup probability.

When several nodes obeying the LRAW mobility model
share the same home cell we will refer to them as an “LRAW
cloud”. It turns out that the expected pair encounter rate
in an LRAW cloud with tightness parameter 7 can be com-
puted exactly [13].

1
= 67 ®)

To model SC in an LRAW cloud, the differential equation
in the last section must also be modified to account for the
fact that the nodes are not uniformly mixed. That is, as
message copies spread, carriers are more likely to be near
other carriers and non-carriers near other non-carriers. In
the uniform case the probability of a carrier seeing a non-
carrier was (1 —c¢/N). In the case of an LRAW cloud it will

IThis isn’t completely accurate for the protocol we have
described. The actual number of carriers eligible to make
copies lags the instantaneous carrier fraction because all new
carriers are initialized with nc =0, np = 1.
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Figure 3: Plot of simulated and theoretical c(¢)
curves for LRAW and UNIFORM mobility models
using Simple Counting with C' =10, D = 3. All plots
are for N=100 nodes. The uniform results are for a
100 x 100 grid and the LRAW results are for 7 = 10.0.
The simulation results are averaged over 50 runs.

be less. In particular we have found that replacing the linear
(1 — ¢/N) term with 2(1 — ¢/N)/(NRt + 1) gives a good
approximation. So epidemic message spread in an LRAW
cloud is approximated by the differential equation:

d 2NRc

%Cepidemic,LRAW(t) = m

which has a closed-form solution which is invertible to give ¢
as a function of c. We will write ¢(c) to denote the function
obtained through this inversion.

(1—¢/N) 9)

_ (NRt+1)?
=N NRIT12 1 (10)
7 1 c(N —1)

= — -1 11
©=~5r\ N2 (11)
Just as in the uniform case we adjust the c(t) differential
equation to include both the copy-creation and the copy-
deletion processes. The resulting differential equation is:

d 2NRc c c
ECSC,LRAW(t) = m (( - N) 71'Cfl(ﬁ) (12
i)

We can solve this numerically. Figure 3 compares experi-
mental c(t) results to numerical solutions for the differen-
tial equations just given for UNIFORM and LRAW mobil-
ity models. The figure illustrates how the mobility model
affects the transient properties of the message spread. The
differential equations do a reasonable job of capturing the
differences in the transient properties of the mobility models.

4. INTERMEDIATE IMMUNITY

In this section we explain how the same principles that
make the Simple Counting protocol work can be used in
conjunction with a heuristic protocol to reduce the resource
usage in a DTN. The idea is to “clean up” message copies



from nodes which are considered further away from the des-
tination. These more distant nodes are made immune to
the message before it is actually delivered. The judgment
regarding when such an immunity is justified is made based
on a criterion very similar to that used in Simple Counting.

4.1 A Note on Heuristic Protocols

By “heuristic protocol” we mean a protocol where nodes
have some notion of their “distance” from the destination of
a message. That is, some scalar quantity that reflects the
likelihood that giving that node a message copy will lead to
the message being delivered. Designing such protocols is a
broad and difficult problem. Solutions are generally tuned
to a particular type of scenario. Some examples would be

e A mobile wireless network where the nodes have GPS
information and they can compute their physical dis-
tance from any particular destination.

e A static hierarchy where certain classes of nodes are
pre-programmed to be considered more likely to deliver
a message to a common destination. This might be the
case in a data-gathering sensor network such as that
described in [9] or [14].

e A logical metric based on past encounters such as that
described in [4].

e More complicated heuristics such as [6] or [2]

For our experiments we use a multi-tiered static hierarchy.
All nodes will be pre-programmed with a routing table accu-
rately reflecting their distance from the destination. We are
really assuming the best case scenario for these experiments.
We have also done experiments with heuristics derived from
encounter histories, but the amount of analysis possible with
such protocols is beyond the scope of this paper.

4.2 Measuring Protocol Efficiency

One way to measure the efficiency of a DTN protocol is to
look at the total amount of buffer space a message takes up
in the system as a whole (the size of the message times the
number of copies in circulation), and the amount of time it
occupies that memory for.

As before we denote the number of copies of the message
in circulation at time ¢ by c¢(t). Then if we treat time as
discrete (as we do in our simulations) the Time-Weighted
Network Storage (TNS) [8] of a message of size s is

T= Z sc(t) (13)

t=tg

We believe that minimizing time-weighted network stor-
age is a reasonable measure of the efficiency of a delay-
tolerant protocol. On one hand it induces us to keep the
number of copies low, thereby conserving buffer space. On
the other hand it induces us to keep latency reasonable, since
even if there is only one copy of a message in circulation, its
impact on the network could become very large if it persists
in the system for a very long time.

4.2.1 Controlling TNS

If we want the time-weighted network storage of a message
to be finite, we must institute some mechanism that will
eventually eliminate all copies of the message from all nodes’

buffers. The simplest approach is to use a Time-to-Live
(TTL), whereby each message is stamped with a creation
time and all carriers of a message drop their copies after a
certain time limit. This has the benefit of being relatively
easy to implement and possibly easier to analyze, since (13)
has finite endpoints. The main drawbacks are that the TTL
method may drop the message before it is delivered and the
TTL value must be carefully chosen based on assumptions
about the network. If the latency distribution is multimodal
or has a high variance there may be no reasonable way to
choose a TTL value. Therefore TTL-type protocols will lack
flexibility and robustness.

We prefer the commonly used idea of a vaccine, or anti-
packet as described in [10]. The idea is that when a message
is delivered, the destination releases a piece of meta-data
called an anti-packet for that message. Any node which
receives the anti-packet drops its copy of the message. It is
assumed that the anti-packets spread in an epidemic man-
ner. Realistically the anti-packets would have to eventu-
ally expire. Otherwise the network capacity would be eaten
up by the overhead of exchanging longer and longer lists of
anti-packets. We will ignore that issue and assume that anti-
packets persist at least until all message copies are totally
eradicated.

When such a vaccination system is instituted in conjunc-
tion with epidemic message spread we expect the number
of message copies to increase initially, then decrease more
or less symmetrically once the message is delivered and the
anti-packet is released. Figure 6 depicts this process for
a population of nodes with LRAW mobility and uniformly
randomly placed home cells. The TNS of this experiment
would be the area under the curve.

4.3 Details of Intermediate Immunity

The idea behind Intermediate Immunity is that the nodes
can be logically divided into levels based on their heuris-
tic distance from the message destination. Specifically, we
will say that two nodes belong to the same level relative to
some destination if their heuristic distances from that desti-
nation are the same or very close. The destination is always
assumed to be at level 0 relative to itself, and nodes belong-
ing to higher levels are less likely to meet the destination.
Within a node’s own level it manages the number of copies
using Simple Counting. That is, only nodes in the same level
affect a node’s carrier counter, and a node distributes copies
within its own level only when its carrier counter reaches the
copy threshold, C. The nodes always pass message copies
to nodes in levels is closer to the destination, but never to
nodes which belong to levels further from the destination.

To institute Intermediate Immunity we introduce the im-
munity threshold, I. When a node encounters I consec-
utive carriers of a message within its own level it releases
an “intermediate anti-packet” for some more distant level.
If a node’s heuristic distance to the destination is [, it can
release an anti-packet for all nodes of distance at least [ + g
where we will call g the immunity lag. Under Interme-
diate Immunity an anti-packet must contain at least some
identifier for the message that it immunizes against and a
scalar indicating what level the immunity is for. When two
nodes meet and exchange anti-packets, the immunity for
the lower (closer) level always supersedes immunity for the
higher (more distant) level.
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Figure 4: The branched chain scenario. Each cloud
in the diagram represents a collection of about 50
LR AW nodes sharing a common home cell.

S. EXPERIMENTS AND RESULTS

5.1 Branched Chain

Consider the simple scenario of a branched chain of LRAW
clouds (Fig 4). This is a chain in the sense that the home
cells of the LRAW clouds are close enough that the nodes
from adjacent clouds will occasionally meet and propagate
the message from one cloud to the next. The message source
and destination are at opposite ends of the chain. The
branch exists as a potential wrong turn that the message
could take were there no routing heuristic in place. The
nodes are pre-programed with heuristic distances to give a
8-tiered static hierarchy. The destination node is always at
level 0 relative to itself. The nodes in the same cloud as the
destination are assigned level 1. The nodes in the next cloud
are assigned level 2, and so on until we reach the ends of the
chain.

The message is initially released by a node in the source
cloud and the propagation of the message within cloud 7
is controlled by Simple Counting. When a message carrier
in cloud 7 meets a node from cloud 6, however, it always
hands off a message copy. Similarly from cloud 6 to cloud
5. In this example we set the immunity lag g = 2, so when
a carrier in cloud 5 encounters enough consecutive carriers
within its own cloud, it can release an anti-packet for levels
7 and higher. This anti-packet spreads backwards to cloud
7 and eradicates all message copies from those nodes.

Since the anti-packet tends to spread more quickly than
the message itself we expect that message copies will only re-
side in 2 to 3 clouds at a time, and in those clouds the carrier
fraction is limited by Simple Counting. One would expect
that this would reduce the time-weighted network storage
relative to epidemic or even a heuristic protocol with stan-
dard immunity. It is conceivable, though, that the added
latency of simple counting will outweigh the gains made by
reducing the carrier fraction. We find experimentally that
this is not the case. Simple Counting and Intermediate Im-
munity reduce the TNS by a factor of two relative to the
heuristic protocol alone. Figure 5 shows a comparison of
TNS and latency for these two possibilities and also epi-
demic message routing with anti-packets.

5.2 Clouds and Carriers

Suppose we have four LRAW clouds, all far enough apart
that the probability of their nodes meeting is effectively 0.
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Figure 5: The TNS of epidemic routing, heuristic
protocol alone, and Simple Counting + Intermediate
Immunity (SC+II) for the three scenarios described
here. Data points are averaged over 50 runs and
error bars are one standard deviation. The SC+II
data points are labeled with their counting thresh-
olds: (C,D,I)

The message source will reside in one cloud and the message
destination in another cloud. Suppose also that there are
some number of highly mobile “carrier” nodes which we will
model as having Random Direction (RDIR) mobility. Again,
the destination has level 0O relative to itself and the other
nodes in its cloud have level 1. All RDIR carrier nodes
are assigned level 2, and the non-destination clouds are all
assigned level 3.

Once the message is released in the source cloud the carrier
fraction is controlled by Simple Counting. We have observed
that reducing the carrier fraction in the source cloud saves
buffer space without increasing the pick-up latency by very
much. Similarly, once a copy of the message is passed by an
RDIR carrier to the destination cloud, the carrier fraction
in the destination cloud is controlled by Simple Counting,
reducing buffer usage without delaying message delivery by
very much.

Since there are effectively only three “levels” in this sce-
nario the gains we see come mainly from the effects of Simple
Counting and are not as dramatic as the other two scenarios.

5.3 Uniformly Placed LRAW Nodes

Suppose we have a collection of nodes with LRAW mobil-
ity and home cells placed uniformly randomly on a grid. We
will assume that each node has some rough GPS ability in
that it knows the Cartesian distance from its home cell to
the destination’s home cell. In this example this Cartesian
distance will act as the routing heuristic. Nodes will treat
other nodes as belonging to their same level if their Carte-
sian distance to the destination is within § = 20 of their own.
In effect the levels relative to the destination are arranged in
concentric circles about the destination node. The “cleaning
up” effect of intermediate immunity is particularly effective
in this scenario because of the large size of the more distant
levels.
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Figure 6: The number of message copies in circula-
tion as a function of time for the uniformly placed
LRAW nodes with GPS scenario. Data points are
averaged over 50 runs.

Figure 6 shows the number of copies in circulation as a
function of time for this scenario. The plot provides a vi-
sually dramatic illustration of the resource conservation of
Simple Counting + Intermediate Immunity relative to epi-
demic routing or the heuristic protocol alone.

6. CONCLUSIONS AND FUTURE WORK

Simple Counting provides a robust method for control-
ling the carrier fraction with little more complexity than
epidemic routing and negligible memory. Controlling the
carrier fraction is desirable because the expected increase
in latency is relatively small compared to the reduction in
resource usage gained by reducing the number of message
copies in circulation.

Intermediate Immunity is a general technique that can
be combined with a heuristic protocol to effectively “clean
up” message copies from more distant nodes as the message
approaches its destination. Though the design and imple-
mentation of heuristic protocols is a difficult and complex
problem, the Intermediate Immunity component is a sim-
ple addition and is based on the same principles as Simple
Counting, and can therefore be analyzed in much the same
way.

Some ares of future research include:

e Modeling of latency and reliability.

e Variations on Simple Counting. Using only two thresh-
olds, C' and D, restricts the possible carrier fractions
attainable with Simple Counting. Other possibilities
can be achieved by alternating the thresholds or per-
forming hand-offs and drops according to a stochastic
function of the carrier counters.

e Experimentation with more realistic or graph-based
mobility models. We used only fairly abstract mobil-
ity models. More realistic models have proposed and
implemented in simulations [5].

e Experimentation with other heuristic protocols. The
results we presented here are for the simplest possible
heuristic protocol. We have done some experiments
with heuristic protocols in which the nodes try to de-
duce their logical distance from the destination based
on past experience. The huge variability of such ex-
periments make this a separate research effort.
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